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Abstract

Beyond conventional intercalation chemistry, reaction of lithium with sulphur and oxygen (so-called “Li-air” batteries) have the potential to provide 2 to 5 times the energy density of current Li-ion battery systems. However, both Li/S and Li/O₂ systems suffer from cycling performance issues that impede their commercial applications: Li/O₂ cycling is limited by electrolyte decomposition and large cell polarization; Li/S suffers from the low conductivity of S and the solubility of intermediary polysulfide species during cycling. It has been reported that Se and mixed SeₓSᵧ represent an attractive new class of cathode materials with promising electrochemical performance in reactions with both Li and Na ions. Notably, unlike existing Li/S batteries that only operate at high temperature, these new Se and Li/SeₓSᵧ electrodes are capable of room temperature cycling.

Initially, stabilities of insoluble discharge products of oxygen and sulphur in the Li-S and Li-O₂ batteries were investigated using density functional theory within the generalized gradient approximation, and these were deduced from their structural, electronic and mechanical properties. The structural properties are well reproduced and agree to within 3% with the available experimental data. Li₂S, Li₂O and Li₂O₂ and Li₂S₂ structures all have negative heats of formations indicating that they are stable, however, that of Li₂S₂ structure was relatively high compared to others. Calculated phonon dispersion and elastic properties revealed that Li₂O, Li₂S and Li₂O₂ structures are mechanically stable and great agreement with experimental work. The Li₂S₂ structure displayed soft modes associated mainly with sulphur atoms vibrations in the a-b plane, hence it is not mechanically stable in agreement with the negative C₁₃. Stable
Li$_2$S$_2$ polymorphs were extracted from soft modes of calculated phonon dispersions along the gamma direction in the Brillouin zone.

Temperature is known to have a significant impact on the performance, safety, and cycle lifetime of lithium-ion batteries (LiB). In order to explore properties of discharge products associated with Li/S and Li/Se batteries at different temperatures, molecular dynamics and cluster expansion methods were employed. The former was achieved by firstly deriving empirical interatomic potentials of Li$_2$S and Li$_2$Se which were fitted to experimental and DFT calculated data. The potentials were validated against available experimental and calculated structure, elastic properties and phonon spectra. In addition, complex high temperature transformations and melting of Li$_2$S and Li$_2$Se were reproduced, as deduced from molecular dynamics simulations. Both Li$_2$S and Li$_2$Se were found to withstand high temperatures, up to 1250K each which is a desirable in future advanced battery technologies.

Furthermore, cluster expansion and Monte-Carlo simulations were employed to determine phase changes and high temperature properties of mixed Li$_2$S-Se. The former generated 42 new stable multi-component Li$_2$S-Se structures and ranked metastable structures by enthalpy of formation. Monte Carlo simulations produced thermodynamic properties of Li$_2$S-Se system for the entire range of Se concentrations obtained from cluster expansion and it demonstrated that Li$_2$S-Se is a phase separating system at 0K but changes to mixed system at approximately 350K which was confirmed by constructed by phase diagram of Li$_2$S-Se system. It was finally demonstrated that molecular dynamics and Monte Carlo simulations techniques yield consistent results on phase separation and high temperature behavior of Li$_2$S-Se at 50% of sulphur and selenium.
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Chapter 1: Introduction

1.1. General Background

Lithium is the lightest element that is metallic under normal conditions and, together with its fellow alkali metals, has served for many decades as a model “nearly free electron” system. In addition, lithium metal finds application in the battery industry for the high energy density primary lithium batteries as well as in the pharmaceutical industry as a metal ion or reducing reagent. However, although lithium in its pure form is a soft, silver white metal, it tarnishes and oxidizes very rapidly in air and water. Furthermore, lithium reacts easily in water and does not occur freely in nature.

Lithium was discovered in the mineral petalite (LiAl(Si₂O₅)₂) by Johann August Arfvedson in 1817. It was first isolated by William Thomas Brande and Sir Humphrey Davy through the electrolysis of lithium oxide (Li₂O). Today, larger amounts of the metal are obtained through the electrolysis of lithium chloride (LiCl). Lithium is not found free in nature and makes up only 0.0007% of the earth's crust. Many uses have been found for lithium and its compounds.

Lithium has the highest specific heat of any solid element and is used in heat transfer applications. It is used to make special glasses and ceramics, including the Mount Palomar telescope's 200 inch mirror. Lithium is the lightest known metal and can be alloyed with aluminium, copper, manganese, and cadmium to make strong, lightweight metals for aircraft. Lithium hydroxide (LiOH) is used to remove carbon dioxide from the atmosphere of spacecraft. Lithium stearate (LiC₁₈H₃₅O₂) is used as a general
purpose and high temperature lubricant. Lithium carbonate (Li$_2$CO$_3$) is used as a drug to treat manic depression disorder.

Lithium is a highly interesting metal, in part due to the increasing interest in lithium-ion batteries. Several recent studies have used different methods to estimate whether the lithium production can meet an increasing demand, especially from the transport sector, where lithium-ion batteries are the most likely technology for electric cars. The reserve and resource estimates of lithium vary greatly between different studies and the question whether the annual production rates of lithium can meet a growing demand is seldom adequately explained [1].

1.2. Literature Review

Several studies have been conducted on discharge products formed in Li–S and Li–O$_2$ batteries and they have been predominantly experimental; computational work has been scarce. The following sections review some previous studies on discharge products formed in Li–S and Li–O$_2$ batteries, using computational work.

1.2.1. Rechargeable Li-S and Li-O Batteries

Energy storage will be more important in the future than at any time in the past. Among the myriad energy-storage technologies, lithium batteries will play an increasingly important role because of their high specific energy (energy per unit weight) and energy density (energy per unit volume). Since their introduction in 1991, Li-ion batteries have transformed portable electronic devices [2, 3, 4, 5]. New generations of such batteries will electrify transport and find use in stationary electricity storage [6]. However, even when fully developed, the highest energy storage that Li-ion batteries can deliver is too
low to meet the demands of key markets, such as transport, in the long term. Reaching beyond the horizon of Li-ion batteries is a formidable challenge; it requires the exploration of new chemistry, especially electrochemistry, and new materials [7] [1]. There are few options. Two, based on lithium, rechargeable Li–air (hereafter referred to as Li–O₂ as O₂ is the fuel) and Li–S batteries [8]. Other options, especially Zn–air, have been reviewed in detail recently elsewhere [9, 10, 11]. Although Li–O₂ and Li–S share the same anode, and have active cathode components (O₂ and S) that are nearest neighbours in group 16 of the periodic table, there are important differences related to the different chemistry of O and S and the different states of matter of their cathodes. Li–S has been investigated since the 1940s; the problems are formidable and extensive efforts have been made to address them over the intervening 70 years. Important advances have made recently, but significant challenges remain, [12, 13]. In comparison, Li–O₂, especially with a non-aqueous electrolyte, has received much less attention until recently [14, 15]. As in the case of Li–S, major challenges will have to be solved if Li–O₂ batteries are to succeed. The renaissance of interest in Li–S and the upsurge of interest in Li–O₂, based on aqueous and non-aqueous electrolytes, reflects the need for electrochemical energy-storage devices that can offer a leap forward; for example, delivering electric vehicles with a driving range approaching the goal of ~500 km between charging. In the limited space available, we cannot hope to review all the excellent work that has taken place on these two battery technologies. Instead, we shall begin by considering the energy that can be stored in Li–O₂ and Li–S cells, and then examine each system, how it operates, and the challenges facing research that attempts to advance Li–O₂ and Li–S batteries.
The theoretical specific energies (gravimetric energy densities) for Li–S and Li–O₂ are given in Table 1, where they are compared with those for Li-ion and Zn–air. The values are based on the cell reactions in column 1, that is, the energy obtained per unit mass or per unit volume of the active components of the anode and cathode. Often a value around 1000 Wh kg⁻¹ is quoted for the Li–O₂ cell; however this is based on the mass of Li alone. All metal–air cells gain mass (O₂) as they discharge, so the mass of O₂ should be included, as it is in Table 1. The leap forward in theoretical specific energy on migrating from Li-ion to Li–S and then Li–O₂ is clear. It arises because Li₂S, Li₂O₂ and LiOH in the cathode store more Li, and hence charge, than LiCoO₂ per unit mass, and Li metal stores more charge per unit mass than a graphite (C₆Li) anode. The theoretical energy density is also greater for Li–O₂ and Li–S than Li-ion.

The discovery of new electrode materials is key to realizing safe and efficient electrochemical energy storage systems essential to enabling future green energy technologies. Beyond conventional intercalation chemistry, reaction of lithium with sulphur and oxygen have the potential to provide 2 to 5 times the energy density of current commercial systems [16]. However, both Li/S and Li/O systems suffer from cycling performance issues that impede their commercial applications: Li/O cycling is limited by electrolyte decomposition and large cell polarization; Li/S suffers from the low conductivity of S and the solubility of intermediary polysulfide species during cycling [17].

Here we explore the potential of selenium, a d-electron containing member of group 16 with high electrical conductivity, as an electrode material for rechargeable batteries [18]. We show that Se and mixed SexSy [19] represent an attractive new class of cathode materials with promising electrochemical performance in reactions with Li ions.
using cluster expansion and Monte Carlo simulation techniques. Much has not been
done in literature on high temperature properties and phases generations of mixed
Li/SSe system.

**Table 1: Different Rechargeable batteries materials with their gravimetric energy
densities and prices [20].**

In this work we will firstly focus on the insoluble discharge products (i.e., Li$_2$O, Li$_2$S,
Li$_2$O$_2$ and Li$_2$S$_2$) of oxygen and sulphur in Li–S and Li–O$_2$ batteries. The structural,
electronic, mechanical and vibrational properties will be determined using *ab-initio*
method. Cluster expansions will be employed to generated new phases of Li/SSe
system. Monte Carlo and molecular dynamics will be utilized to investigate the high temperature properties Li/SSe system.

1.3. Structural Properties

In figure 1 we show the crystal structures of Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$. The crystal structures of Li$_2$S and Li$_2$O have the same space group Fm-3m (225), while Li$_2$O$_2$ and Li$_2$S$_2$ have the same space group of $P_{6_3}/mmc$ (194). The crystal structures Li$_2$S, Li$_2$O and Li$_2$O$_2$ have been observed experimentally, but Li$_2$S$_2$ has not been reported experimentally. However, the structure was generated using the VASP code from Li$_2$O$_2$ by substituting the oxygen atom with sulphur atom, for the purpose of the study.

Figure 1: Crystal structures of (a) Li$_2$S, (b) Li$_2$O, (c) Li$_2$O$_2$ and (d) Li$_2$S$_2$, the red atom represent O, yellow atom is S and purple atom is Li.
Table 2: The lattice constant, symmetry, volume and density of Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$

<table>
<thead>
<tr>
<th>Crystal structures</th>
<th>Symmetry</th>
<th>Space group number</th>
<th>Lattice constants Å</th>
<th>Volume Å$^3$</th>
<th>Density Mg/m$^3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li$_2$S [21]</td>
<td>Fm-3m</td>
<td>225</td>
<td>a=b=c=5.72</td>
<td>187.15</td>
<td>1.631</td>
</tr>
<tr>
<td>Li$_2$O [22]</td>
<td>Fm-3m</td>
<td>225</td>
<td>a=b=c=4.63</td>
<td>99.42</td>
<td>1.996</td>
</tr>
<tr>
<td></td>
<td>[23]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li$_2$O$_2$ [24]</td>
<td>P$_{6_3}$/mmc</td>
<td>194</td>
<td>a=b=3.16, c=7.69</td>
<td>66.67</td>
<td>2.285</td>
</tr>
<tr>
<td></td>
<td>[25]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li$_2$S$_2$</td>
<td>P$_{6_3}$/mmc</td>
<td>194</td>
<td>a=b=4.13, c=10.52</td>
<td>155.50</td>
<td>1.666</td>
</tr>
</tbody>
</table>

Lithium peroxide, Li$_2$O$_2$, is a kind of lithium oxides whose structure was first suggested by Féher et al. [26] based on their X-ray diffraction data, and then Föppl et al. [27] also proposed their structure based on a systematic study of several alkali peroxides through their own X-ray diffraction data. Despite these two structures being both hexagonal with the space group of P6 their lattice constants are different. Moreover, due to the fact that lithium is a poor X-ray scatterer, the interpretation of X-ray diffraction data is not thoroughly suitable to lithium compounds. Therefore, Cota et al. [24] reinvestigated the structure of Li$_2$O$_2$ using density-functional theory, reported this structure as belonging to the space group (P$_{6_3}$/mmc) and the improved cell parameters ($a= 3.1830$ Å, $c= 7.7258$ Å). Nevertheless, no report of the physical properties such as thermodynamic properties of this compound about this structure exists, to our knowledge.
Lithium oxide (Li$_2$O) is one of the simplest ionic oxides. At ambient pressure it exists in the anti-fluorite structure with space group O$_h^5$ (Fm-3m), characterized by oxygen ions (O$^2-$) arranged in an fcc sub lattice with lithium ions (Li$^+$) in tetrahedral interstitial sites. In lithium oxide, Li ions are the diffusing species while oxygen ions constitute the rigid framework [22].

On the technological side there are many applications for Li$_2$O ranging from possibilities for hydrogen storage (in combination with Li$_3$N) and use as a blanket breeding material for thermonuclear reactors to convert energetic neutrons to usable heat and to breed the tritium necessary to sustain deuterium–tritium reactions [22]. Because of its high Li atomic density and high melting temperature, Li$_2$O has been considered as a potential candidate blanket breeding material for future thermal nuclear reactors and understanding the mechanical behaviour (elastic constants, bulk modulus etc.) of Li$_2$O for high temperatures and pressures is very useful for these applications [28].

Lithium sulphide (Li$_2$S) crystallizes in the face-centered cubic anti-fluorite structure with group O$_h^5$ (Fm-3m). The cations form a simple cubic Bravais lattice and the anions occupy the center of one in every two cubes. This structure is antimorphous to the fluorite structure and therefore some similarity of the chemical and physical properties is expected [29].

A most fascinating feature is the fact that both structures can undergo at high temperatures (but well below their melting point) a diffuse phase transition to a fast-ion-conducting region. This was first observed for the fluorite evidence that a similar transition does indeed occur also in anti-fluorite alkali sulphide compounds. Ionic conductivity experiments performed shows undoubtedly the presence of this transition.
at around 1250 K in Li$_2$S [30]. Only recently, high-temperature experimental investigations and theoretical studies were performed on the compound Li$_2$S [31]. On the other hand, the practical capacity of a Li-O battery does not correspond to theoretical capacities of oxygen and Li metal owing to various reasons.

In the Li$_2$Se compounds, the metal atoms (Li) are located at (0.25; 0.25; 0.25) and (0.75; 0.75; 0.75) and the selenium atoms (Se) are located at (0; 0; 0). Unlike the oxide and sulphide compounds of this crystal family, the selenides of alkali metals have received less investigative attention from researchers towards their electronic and optical traits. Most of the research work for alkali metal selenides has been confined to studying the structural properties of these materials [32] [33]. However, no theoretical and experimental account of the electronic and optical properties of these materials was available in literature until recently when Eithiraj et al. [34] utilized the Tight-Binding Linear Muffin-Tin Orbitals (TB-LMTO) method to investigate ground-state and under compression electronic behaviour of selenides and tellurides of Li, Na and K.

1.4. Background on the Properties to be Investigated

*ab initio* calculations refer to an approach where properties of materials i.e. structural, electronic, optical, etc. can be determined using quantum mechanical methods. Some of the properties including heats of formation, elastic properties, phonon dispersions and the density of states will be reviewed below as they are appropriate for the current study.
1.4.1. Heats of Formation

It has become quite common place for electronic structural calculations, of varying rigor, to yield the total energy of a solid. This offers a prospect of estimating the stabilities of structures which are either unavailable or inaccessible experimentally. Heats of formation from \textit{ab initio} calculations have been successfully used to predict the stability of discharge products formed in Li-S and Li-O\textsubscript{2} batteries. Previous X-ray diffraction studies by Chan et.al \cite{25} of Li\textsubscript{2}O\textsubscript{2} where the assessed higher energy diffraction in the process checking the heats of formation for the structure and Duan et.al \cite{23} performed DFT calculations on Li\textsubscript{2}O to check how stable the structure in using the heats of formations. In this work we will use the heats of formation to predict the stability of the Li\textsubscript{2}S, Li\textsubscript{2}O, Li\textsubscript{2}O\textsubscript{2} and Li\textsubscript{2}S\textsubscript{2} structures.

1.4.2. Elastic Constants

Elastic constants in materials science are any numbers that quantify the response of a material to elastic or springy deflection. When tensile stress is applied to a material, the resulting strain is determined by Young's modulus, a constant defined as the ratio of the stress in a body to the corresponding strain. \textit{ab initio} calculations for the determination of elastic constants are more complex than the calculations of bulk properties (i.e. lattice constants, heats of formation, etc.). The application of strain on the lattice implies a lowering of symmetry from that of bulk crystal and the strain energy involved is small. Bertheville \textit{et al.} \cite{31} calculated the elastic constants of alkali metal sulphides Li\textsubscript{2}S and Na\textsubscript{2}S using \textit{ab initio} methods. Mjwara \textit{et al.} \cite{35} performed an experimental study on Li\textsubscript{2}S at high temperature elastic constants using brillouin scattering. P. Goel \textit{et al.} \cite{28} performed a lattice dynamics and molecular dynamics study on Li\textsubscript{2}O to confirm that
the structure is mechanically stable. The problem of ductile versus brittle response of crystals requires the fracture strength in addition to their deformability. Pugh [36] introduced the quotient of bulk modulus to shear modulus, \( B/C' \) as an indication of the extent of fracture range in metals. A high value of \( B/G \) is associated with ductility and a low value with brittleness. In this study we note that the lowest heat of formation is associated with ductility whereas the highest value is associated with the brittleness of the structure. This stipulates the relationship between the heat of formations and the elastic constants in terms of stability.

1.4.3. Phonon Dispersions

In physics, a phonon is a quasiparticle representing the quantization of the modes of lattice vibrations of periodic, elastic crystal structures of solids. Phonons play a major role in many of the physical properties of solids, including a material's thermal and electrical conductivities. Thus, the study of phonons is an important part of solid state physics. In classical mechanics these are known as normal modes. These normal modes are important because any arbitrary lattice vibration can be considered as a superposition of these elementary vibrations (cf. Fourier analysis). While normal modes are wave-like phenomena in classical mechanics, they have particle-like properties in the wave–particle duality description of quantum mechanics. The phonon spectrum of a solid is important in evaluating physical quantities such as specific heat, thermal expansion coefficient and electron-phonon interactions [37]. With the advent of computational techniques, calculations of phonon frequencies within the local density approximation (LDA) became possible [38]. Palacios et al [39] also calculated the phonon dispersion of \( \text{Ti}_x\text{Ga}_n\text{As}_m \) and \( \text{Ti}_x\text{Ga}_n\text{P}_m \) using the \textit{ab initio} method.
The phonon spectra and effective charges of the group-IV semiconductors (Si and Ge diamond structure) and of the zinc-blende structure III-V semiconductors GaAs, GaSb, AlAs and AlSb were calculated by Giannozzi et al. [40]. Duan et al [23] and P. Goel et al [28] performed first principle calculation on phonon dispersion of Li$_2$O to confirm that all modes are nondegenerate at a gamma point.

1.4.4. Electronic Density of States

In solid-state and condensed matter physics, the density of states (DOS) of a system describes the number of states per interval of energy at each energy level that are available to be occupied by electrons. Unlike isolated systems, like atoms or molecules in gas phase, the density distributions are not discrete like a spectral density but continuous. A high DOS at a specific energy level means that there are many states available for occupation.

A DOS of zero means that no states can be occupied at that energy level. In general a DOS is an average over the space and time domains occupied by the system. Local variations, most often due to distortions of the original system, are often called local density of states (LDOS). If the DOS of an undisturbed system is zero, the LDOS can locally be non-zero due to the presence of a local potential.

Similarly the heats of formation, elastic constants and phonon dispersion, density of states (DOS) can be used to predict the stability of the structures. There is experimental evidence that links the electronic structure to the stability for a broad class metal sulphides [41] This can be observed where the Fermi level hits the pseudogap of the density of states plot. Rajagopalan and Sundareswari et al [42] calculated the density of states of rhodium based intermetallics and Ghosh et al [43] also did calculations of
density of states on the FePd and FePd$_3$ intermetallics the results were in good agreement with the experiment. Duan et.al [23] performed DFT calculations on Li$_2$O at high pressure with DOS spectra obtained and confirming that the structure is stable.

1.4.5. Cluster Expansion

Cluster expansion [44] is a method describing the energy (or a similar scalar property) of a system as a function of occupation variables for each lattice position. On such a lattice the atom configuration, that is the distribution of the atomic species (including vacancies), is varied and the energies of the resulting configurations are swiftly predicted. Cluster expansion technique has been used other material such as VN$_2$ [45], FeCr [46], there is no study reported for Li$_2$S-Se structure in literature or theory.

1.4.6. Atomistic Simulations Potential Models

Deriving interatomic potentials or force fields is one of the main challenges when using the force fields methods. The derivation of model parameters is critical to any successful classical simulations [47]. There are a number of potential models in the literature for other materials, i.e. TiO$_2$ [48], FeS$_2$ [49], MnO$_2$ [50], but to the best of my knowledge, they are no reported interatomic potentials for the Li$_2$S and Li$_2$Se structures.

1.5. Rationale of the Study

Li-ion batteries have transformed portable electronics and will play a key role in the electrification of transport and grid applications. However, the highest energy storage possible for Li-ion batteries is insufficient for the long-term needs of society. Here we consider a study on rechargeable lithium–sulfur (Li–S) batteries which hold great potential for high-performance energy storage systems because they have a high
theoretical specific energy, low cost, and are eco-friendly. This work employs computational modelling methods to explore stability, structural and electronic properties of discharge products formed in the Li-S-Se (Li₂S, Li₂S₂ (checked against Li₂O and Li₂O₂) and Li₂Se) battery, especially Li₂S-Se, which has potential to offer higher theoretical specific energy and remedies the challenges that Li-S battery encounters.

Computational modelling methods, including ab-initio and atomistic simulation techniques, have shed valuable insights on a wide variety of materials. Such methods individually play unique roles along time and length scales of modelling. Although ab-initio methods tend to be more accurate, they are however, confined to smaller systems and currently do not address thermal properties of systems effectively. Atomistic simulations, on the other hand, are based on interatomic potentials that are not always transferable to other metal sulphides. They are, however, more appropriate for handling properties of bulk, surfaces and nanostructures consisting of a large number of atoms; and in addition, they enable high temperature studies. Atomistic simulations have not been carried out on Li₂S-Se structures before, since related interatomic potentials are not available. There is, consequently, a necessity for deriving such potentials for Li₂S-Se, validating them and using them to predict bulk and nanostructural properties at ambient and high temperatures.

Cluster expansion and Monte Carlo simulations will be utilized for the first time on Li₂S-Se to generate new stable phases of Li₂S-Se. Monte Carlo simulations will determine concentration and temperature ranges in which systems mix and undergo phase separation. Such features will be validated by high temperature molecular dynamics simulations on the Li₂S₀.₅Se₀.₅ system.
1.6. Objectives of the Study

In this thesis we investigate the stabilities of discharge products of oxygen and sulphur (Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures) using the first principles density functional theory (DFT).

Furthermore we determine the equilibrium lattice parameters and the heats of formation of all structures. The results are compared with the available experimental data in order to validate the methodologies employed in the current study. We will investigate the stability of the structures by comparing their heats of formation. It should be emphasised that the Li$_2$O and Li$_2$O$_2$, which are discharge products of lithium air batteries have been extensively studied. Li$_2$O has been included in the initial part of the study since it is isostructural to Li$_2$S and Li$_2$Se. In particular Li$_2$O$_2$ will give guidance on structures that can be adopted by Li$_2$S$_2$ since the structure of the latter has not been fully resolved.

A further objective of the study is to derive the interatomic potential model that can adequately describe structural and thermodynamic properties of the Li$_2$S-Se system. The bulk structural properties of Li$_2$S and Li$_2$Se will be calculated and compared with the available experimental and other data from literature, validating the newly derived potential model. We will employ molecular dynamics (MD) simulations, which will be used in conjunction with the derived interatomic potentials, to simulate Li$_2$S and Li$_2$Se and mixed Li$_2$S-Se system at various temperatures. A cluster expansion technique will generate new stable phases of Li$_2$S-Se system and Monte Carlo simulations will determine concentration and temperature ranges in which the systems mix.
1.7. Outline of the Study

Chapter 1 contains the general background of the Li$_2$S, Li$_2$S$_2$, Li$_2$O$_2$, Li$_2$O structures. The major experimental and computational are reviewed. The structural aspects of the Li$_2$S, Li$_2$S$_2$, Li$_2$O$_2$, Li$_2$O structures are discussed in this chapter. The rationale and objectives of the study are also outlined. Chapter 2 discusses the theoretical aspects and methodology used throughout this work, in particular the computational techniques, such as energy minimisation, molecular dynamics and electronic structure methods.

In Chapters 3, 4 and 5 we outline the main results obtained in the present study. Chapter 3 discusses the ab initio results on Li$_2$S, Li$_2$S$_2$, Li$_2$O$_2$, Li$_2$O structures. Chapter 4, the derivation of the interatomic potential model of the Li$_2$S and Li$_2$Se and mixed Li$_2$S/Se systems are discussed, together with its validation. In addition the molecular dynamics of Li$_2$S and Li$_2$Se and mixed Li$_2$S/Se system. Chapter 5 cluster expansion and Monte Carlo results on phase stability. Chapter 6 provides details on the comparisons of techniques used in chapter 4 and chapter 5. Finally Chapter 7 we give summary of the main results presented in this thesis and several recommendations for future research are also listed.
Chapter 2: Theoretical Studies and Computational Methods

2.1. Introduction

We will be using computer simulation techniques which offers an alternative way of investigating properties of materials (using computers), whereby the simulator builds a model of a real system and explores its behaviour. The mathematical model is physically based with the exploration being done on a computer. In many ways these simulation studies share the same mentality as experimental investigations. However, in a simulation there is absolute control and access to detail and given enough computer power, exact answers for the model. The commonly known computational technique is based on ab initio method.

ab initio is a group of methods in which properties of materials i.e. the values of the fundamental constants and the atomic numbers of the atoms present can be calculated using Schrödinger equation. These methods include density functional theory (DFT), Hartree-Fock (HF) methods and post-Hartree-Fock (PHF) methods. In the current study, we will only focus on the density functional theory for predicting the ground-state energy of many-body system.

Several factors have contributed to the present success of ab initio calculations for real materials systems. The first is the availability of modern high speed computers. This has made it possible to carry out calculations on real materials in interesting situations with sufficient accuracy that there can be meaningful detailed comparison with
experimental measurements. The second is the advent of density functional theory (DFT) and continuing development of approximations to the DFT formalism for electron exchange and correlation. The third is the refinement in band structure calculation techniques and the invention of the \textit{ab initio} pseudopotentials [51], which have led to rapid computation of total energies. The density functional method has made it feasible to calculate the ground state energy and charge density with remarkably accurate results for real solids. This is the starting point for almost all current first-principle calculations of total energies of solids. Finally, there have been significant new developments in experimental techniques and materials preparation that are making it possible to probe the structure of matter in ways which were never realized before. One advance is the ability to create high pressures and explore the properties of matter over a wide range of densities [52]. This is an ideal experimental tool to provide information that can be compared directly with current theoretical calculations.

Computational methods are now a central technique in solid state science [43]. The field has changed qualitatively in recent years with the focus moving from reproduction (and illumination) of experimental data to detailed predictive calculations on highly complex systems. The methodology used in this thesis is computational, and in this chapter we will introduce electronic structure and atomistic simulation approaches. Energy minimisation and molecular dynamics techniques applicable in both approaches will be introduced. Levy [53] and Wimmer [54] also mentioned that for the past decades, computational materials science has made major strides in becoming a predictive; impacting fundamental science as well as the development programs of industrial materials.
2.2. Density Functional Theory

Density functional theory (DFT) was formulated by Hohenberg and Kohn [55] Sham in the 1960's to provide the foundation for accurate calculations. In DFT, the total electron density is decomposed into one-electron densities,

\[ E = E[\rho] \]  \hspace{1cm} (2-1)

which are constructed from one-electron wavefunctions.

The idea of using the electron density as the fundamental entity of a quantum mechanical theory of matter originates in the early days of quantum mechanics in the 1920’s, especially by the work of Thomas [56] and Fermi [56]. However, in the subsequent decades, it was rather the Hartree-Fock approach [57], which was developed and applied to small molecular systems. Calculations on realistic solid state systems were then out of reach. In 1951, Slater [58] used ideas from the electron gas with the intention to simplify Hartree-Fock theory to a point where electronic structure calculations on solids became feasible. Slater’s work, which led to the so-called \( X\alpha \) method, has contributed tremendously to the development of electronic structure calculations. In solid-state systems, molecules and atoms, the electron density is a scalar function defined at each point \( r \) in real space,

\[ \rho = \rho(r). \]  \hspace{1cm} (2-2)

The electron density and the total energy depend on the type and arrangements of the atomic nuclei. Therefore, one can write

\[ E = E(\rho(r), \{R_\alpha\}) \]  \hspace{1cm} (2-3)

where the set \( \{R_\alpha\} \) denotes the positions of all atoms, \( \alpha \), in the system under consideration. Equation (2-3) is the key to the atomic-scale understanding of electronic,
structural and dynamic properties of matter. If one has a way of evaluating expression (2-3), one can, for example, predict the equilibrium structure of solid, one can predict the reconstruction of surfaces and the equilibrium geometry of molecules adsorbed on surfaces. Furthermore, the derivative of the total energy (2-3) with respect to the nuclear position of an atom gives the force acting on that atom. This enables the efficient search for stable structures and, perhaps more importantly, the study of dynamical processes such as diffusion or the reaction of molecules on surfaces. Most of the considerations discussed here are based on the Born-Oppenheimer approximation in which it is assumed that the motions of the electrons are infinitely faster than those of the nuclei. In practice this means that the electronic structure is calculated for a fixed atomic arrangement and the atoms are then moved according to classical mechanics. This is a fairly good approximation for heavy atoms like tungsten (W), but may cause errors for light atoms such as hydrogen (H) or lithium (Li).

In density functional theory, the total energy (2-1) is decomposed into three contributions, a kinetic energy and a Coulomb energy due to classical electrostatic interactions among all charged particles in the system and a term called the exchange-correlation energy that captures all many-body interactions,

\[ E = T_0 + U + E_{xc}. \]  

(2-4)

The most straightforward term is the Coulomb energy \( U \). It is purely classical and contains the electrostatic energy arising from the Coulomb attraction between electrons and nuclei, the repulsion between all electronic charges and the repulsion between nuclei

\[ U = U_{\text{en}} + U_{ee} + U_{nn}, \]  

(2-5)
With

\[ U_{en} = -e^2 \sum_{\alpha} Z_{\alpha} \int \frac{\rho(r)}{|r - R_\alpha|} dr , \quad (2-6) \]

\[ U_{ee} = e^2 \int \int \frac{\rho(r)\rho(r')}{|r - r'|} drdr' , \quad (2-7) \]

\[ U_{nn} = e^2 \sum_{\alpha\beta} \frac{Z_\alpha Z_\beta'}{|R_\alpha - R_\beta'|} , \quad (2-8) \]

where \( e \) is the elementary charge of a proton and \( Z_\alpha \) is the atomic number of atom \( \alpha \).

The summations extend over all atoms and the integrations over all space. Once the electron density and the atomic numbers and positions of all atoms are known, expression (2-6) to (2-8) can be evaluated by using the techniques of classical electrostatics.

The kinetic energy term, \( T_0 \), is more subtle. In density functional theory, the "real" electrons of a system are replaced by "effective" electrons with the same charge, mass and density distribution. However, effective electrons move as independent particles in an effective potential, whereas the motion of a "real" electron is correlated with those of all other electrons. \( T_0 \) is the sum of the kinetic energies of all effective electrons moving as independent particles. Often, one does not explicitly make this distinction between real and effective electrons.

If each effective electron is described by a single particle wave function, \( \psi_i \), then the kinetic energy of all effective electrons in the system is given by

\[ T_0 = \sum n_i \int \left[ -\frac{\hbar^2}{2m} \nabla^2 \right] \psi_i^*(r) \psi_i(r) dr . \quad (2-9) \]
Expression (9) is the sum of the expectation values of one-particle kinetic energies; \( n_i \) denotes the number of electrons in state \( i \). By construction, dynamical correlations between the electrons are excluded from \( T_0 \).

The third term of Eq. (2-5), called exchange-correlation energy, \( E_{xc} \), includes all remaining complicated electronic contributions to the total energy. The Hohenberg-Kohn-Sham theorem, which is a central part of density functional theory, states that the total energy is at its minimum value for the ground state density and that the total energy is stationary with respect to first-order variations in the density, i.e.

\[
\frac{\partial E[\rho]}{\partial \rho} \bigg|_{\rho=\rho_0} = 0 .
\]  

(2-10)

In conjunction with the kinetic energy, we have introduced one-particle wave functions \( \psi_i(r) \), which generate the electron density

\[
\rho(r) = \sum_i n_i |\psi_i(r)|^2
\]  

(2-11)

where \( n_i \) denotes the occupation number of the eigenstate \( i \), which is represented by the one-particle wave function \( \psi_i \). By construction, \( \rho(r) \) in Eq. (2-11) is the exact many-electron density.

The goal of the next step is the derivation of equations that can be used for practical density functional calculations. The variational condition (2-10) can be used to derive the conditions for the one-particle wavefunctions that lead to the ground state density. To this end, one substitutes Eq. (2-11) in expression (2-10) and varies the total energy with respect to each wave function. This procedure leads to the following equations:
\[
-\frac{\hbar^2}{2m} \nabla^2 + V_{\text{eff}}(r) \psi_r(r) = \varepsilon_r \psi_r(r) , \tag{2-12a}
\]

with
\[
V_{\text{eff}}(r) = V_C(r) + \mu_{\text{xc}} [\rho(r)] . \tag{2-12b}
\]

Equations (2-12) are called the Kohn-Sham equations. The electron density, which corresponds to these wavefunctions, is the ground state density which minimizes the total energy.

As a consequence of the partitioning of the total energy (2-4), the Hamiltonian operator in the Kohn-Sham equations (2-12) contains three terms, one for the kinetic energy, the second for the Coulomb potential and the third for the exchange-correlation potential.

The kinetic energy term is the standard second-order differential operator of one-particle Schrödinger equations and its construction does not require specific knowledge of a system. In contrast, the Coulomb potential operator, \( V_C(r) \) and the exchange-correlation potential operator, \( \mu_{\text{xc}} \), depend on the specific electron distribution in the system under consideration.

The Coulomb or electrostatic potential \( V_C(r) \) at point \( r \) is generated from the electric charges of all nuclei and electrons in the system. It can be evaluated directly in a real space,
\[
V_C(r) = -e^2 \sum_a \frac{Z_a}{|r-R_a|} + e^2 \int \frac{\rho(r')}{|r-r'|} dr' . \tag{2-13}
\]

In condensed systems it is more convenient to use Poisson's equation
\[
\nabla^2 V_C(r) = -4\pi e^2 q(r) \tag{2-14}
\]
to calculate the electrostatic potential. Here, \( q(r) \) denotes both the electronic charge distribution \( \rho(r) \) and the positive point charges of the nuclei at positions \( R_a \).

The exchange-correlation potential is related to the exchange-correlation energy by

\[
\mu_{xc}(r) = \frac{\partial E_{xc}[\rho(r)]}{\partial \rho(r)}
\]  

(2-15)

Equation (2-15) is formally exact in the sense that it does not contain any approximations to the complete many-body interactions.

Therefore, from the above discussions, the Kohn-Sham total energy functional can be expressed as

\[
E = \frac{1}{2} \sum_{\text{occ}} \epsilon_i + U_{nn} \frac{e^2}{2} \int \frac{\rho(r) \rho(r')}{|r - r'|} dr dr' + E_{xc}[\rho(r)] - \int \rho(r) \mu_{xc} dr
\]

In practice however, the exchange-correlation energy (and thus the exchange-correlation potential) is not known and one has to make approximations which will be discussed in the next section.

2.3. Approximation Methods

2.3.1. Local Density Approximation

Several different schemes have been developed for obtaining approximate forms for the functional; for the exchange-correlation energy. The simplest accurate approximation, for non-magnetic systems is to assume that the exchange-correlation energy is dependent only on the local electron density \( d(r) \) around each volume element. Local density approximation (LDA) gives the correct sum rule for the exchange correlation hole [59].

In the local density approximation given by
the exchange-correlation energy is taken from the known results of the many-electron interactions in an electron system of constant density (homogeneous electron gas). The LDA amounts to the following picture: at each point in a molecule or solid there exists a well-defined electron density; it is assumed that an electron at such a point experiences the same many-body response by the surrounding electrons as if the density of these surrounding electrons had the same value throughout the entire space as at the point of the reference electron. The exchange-correlation energy of the total molecule or solid is then the integral over the contributions from each volume element.

A large number of total energy calculations have shown that the LDA gives interatomic bond lengths within ±0.05 Å of experiment or better for a great variety of solids, surfaces and molecules. However, the following systematic trends are found: (i) most lattice parameters predicted with LDA are too short (figure 2.1), (ii) weak bonds are noticeably too short, for example the Ni-C bond in the Ni carbonyl Ni(CO)$_4$, the bond between two magnesium atoms (which are closed shell systems) and the length of hydrogen bonds such as that in the water dimer H-O-H---OH$_2$; (iii) the binding energies calculated with the LDA are typically too large, sometimes by as much as 50% in strongly bound systems and even more in weakly bound materials. Comparison with experiment shows that the LDA predicts densities, which are mostly too high (bond distances are too short) while the GGA improves the agreement with experiment.

2.3.2. Generalized Gradient Approximation

Gradient-corrected density functionals as suggested by Perdew [60], Becke [61], Perdew and Wang [62] and Perdew, Burke and Ernzerhof [63] offer a remedy to the
LDA discussed above. The basic idea in these schemes is the inclusion of terms in the exchange-correlation expressions that depend on the gradient of the electron density and not only on its value at each point in space. Therefore, these corrections are also sometimes referred to as "non-local" potentials. As example, Table 3 gives the form suggested by Becke (1988) for the exchange part and Perdew (1986) for the correlation. Energies are given in Hartree atomic units; the units for the electron and spin densities are number of electrons / (Bohr radius)$^3$. The constant $b$ in Becke's formula is a parameter fitted to the exchange energy of inert gases. The explicit form of the functions $f$ and $g$ in Perdew's expression for the correlation energy is given in the original paper by Perdew [63]. While dissociation energies calculated with these corrections rival in accuracy the best post-Hartree-Fock quantum chemistry methods, gradient corrected density functional calculations are computationally much less demanding and more general. Gradient corrected density functionals have been studied extensively for molecular systems, for example by Andzelm and Wimmer [64]. The results are very encouraging and this
Figure 2: Density of selected elements computed with the local density approximation (LDA) and the generalized gradient approximation (GGA).

Table 3: Gradient-correction to the total energy for exchange by Becke and correlation by Perdew.

\[ E_{\text{GGA}} = E_{\text{LSD}} + E_x^G + E_c^G \]

Becke (1988)
Gradient-corrected exchange

\[ E_x^G = b \sum_\sigma \int \rho_\sigma x_\sigma^2 \frac{1}{1 + 6b x_\sigma \sinh^{-1} x_\sigma} \, dr \]

\[ x_\sigma = \frac{\nabla \rho_\sigma}{\rho_\sigma^{\frac{3}{4}}} \]

\[ \sigma = \uparrow \text{ or } \downarrow \]

Perdew (1986)
Gradient-corrected correlation

\[ E_c^G = \int f(\rho_\uparrow, \rho_\downarrow) \rho_\sigma^{-g(\rho)} |\nabla \rho_\sigma| \, dr \]
approach could turn out to be of great value in providing quantitative thermochemical data. The one-particle eigenvalues obtained from gradient-corrected exchange-correlation potentials are not significantly different from the LDA eigenvalues. Therefore, these potentials do not (and are not intended to) remove the discrepancy between calculated and measured energy band gaps. Figure 2 gives a comparison of LDA and GGA with experiments. The use of GGA has little influence on local properties and tends to overestimate the bond lengths and cell parameters, but does lead usually to a significant improvement in global changes in the total energy, such as those that result when two atoms combine to make a molecule. In this work, we used the PBE form of the GGA [60], which was designed to be more robust and accurate than the original GGA formulation [62]. The method used was employed because of its robustness for metallic systems.

2.4. Planewave Pseudopotential method

2.4.1. Planewaves and Pseudopotentials

Planewaves and pseudopotentials are hallmark of the method and they form a very natural alliance. They are so fundamental that their strength and weakness deserve special attention. In PW pseudopotential method, the model system is constructed in 3D periodic supercell which allows Bloch’s theorem to be applied to the electron wavefunctions:

\[ \psi_{n,k}(r) = u_{n,k}(r) \exp(ikr) \]  \hspace{1cm} (2-17)

The function \( u(r) \) has the periodicity of supercell. It can be of any suitable mathematical form and usually one chooses a series expansion in terms of a set of basis
function. In PW pseudopotential, planewaves are used for this expansion, so that each single-electron wavefunction $\psi_{n,k}$ is written as

$$\psi_{n,k}(r) = \sum u_{n,k}(G)\exp(i(k + G)r)$$  \hspace{1cm} (2-18)

The $u_{n,k}$ are the expansion coefficients. The wavevectors $G'$ are such that the planewaves are commensurate with the supercell. Both the number of $G$-vectors in the sum and the number of $k$'s considered should in principle be infinite. The exponential term is a planewaves of wavevector $k$ which must be commensurate with the entire system (i.e. not just the periodically-replicated cell). For an infinite system there is an infinite number of $k$ vectors, at each of which solutions for $\psi_{n,k}$ exist. This simply reflects the fact that the number of electrons is infinite. However, a great simplification comes about when one realises that the change in $\psi_{n,k}$ with $k$ becomes negligible for $k$-points that are close together. This means that one may calculate at a finite number of $k$-points. We speak of this idea as $k$-point sampling. The set of vectors $\{G\}$, on the other hand, should in principle be infinite to obtain an exact representation of the wavefunction. This is never necessary because summing over a finite number of $G$'s will yield sufficient accuracy. Planewaves basis set has many advantages:

- It is unbiased, so all space is treated the same
- It is complete
- There is a single convergence criterion
- Planewaves are mathematically simple and their derivatives are products in $k$-space
- Planewaves do not depend on atomic positions
and its disadvantage is that (i) the number of planewaves needed is determined by the greatest curvature of the wavefunction and (ii) empty space has the same quality of representation and cost a regions of interest.

The advantages speak for themselves i.e the first three mean that one can always ensure that the basis set is adequate for a calculation by increasing the number of planewaves until the quantity of interest stops changing. In other words, the quality of the basis set depends on a single parameter, usually expressed as the energy of free electron whose wavefunction has the same wavevector as the largest wavevector in the planewave basis,

$$E_c = \frac{\hbar^2 (G + k)^2}{2m}.$$  

(2-19)

All planewaves of ‘energy’ less than the cutoff energy $E_c$ are used in the expansion. The mathematical simplicity of planewaves means the method is easier to implement, crucially so for the calculation of ionic forces which adds little complexity or cost to the calculation. Equally important in this context is the originless nature of planewaves. Their independence from atomic positions means that the forces do not depend on the basis set—there are no ‘Pulay’ or ‘wavefunction’ forces [65]. Even more important, new developments are easiest in planewave codes. An idea to calculate a property is most rapidly realised in a planewave basis and even if other methods catch up in time, the planewave approach remains as the reference. From a computational viewpoint the first of the disadvantages appears to be very serious.
2.4.2. Pseudopotential Approximation

The rapid oscillations of the wavefunctions near to the nucleus, due to the very strong potential in the region and the orthogonality condition between different states, mean that a very large cutoff energy and hence basis set, would be necessary. Fortunately, the study of Physics and Chemistry shows that the core electrons on different atoms are almost independent of the environment surrounding the atom and that only the valence electrons participate strongly in interactions between atoms. Thus, the core electron states may be assumed to be fixed and a pseudopotential may be constructed for each atomic species which takes into account the effects of the nucleus and core electrons [66].

The pseudopotential approximation allows the electronic wavefunctions to be expanded using a much smaller number of planewave basis states. It is well known that most physical properties of solids are dependent on the valence electrons to a much greater extent than on the core electrons. The pseudopotential approximation exploits this by removing the core electrons and replacing the strong ionic potential by a weaker pseudopotential that acts on a set of pseudo wavefunctions rather than the true valence wavefunctions. An ionic potential, valence wave function and corresponding pseudopotential and pseudo wave function are illustrated in figure 3. The valence wavefunctions oscillate rapidly in the region occupied by the core electrons due to the strong ionic potential in this region. These regions maintain the orthogonality between the core wavefunctions and the valence wavefunctions, which is required in the Pauli’s exclusion principle.

The pseudopotential is constructed in such a way that its scattering properties or phase shifts for the pseudo wavefunctions are identical to the scattering properties of the ion
and the core electrons for the valence wavefunctions, but in such a way that the pseudo wavefunctions have no radial nodes in the core region. The phase shift produced by the ion core is different for each angular momentum component of the valence wave function and so the scattering from the pseudopotential must be angular momentum dependent. The most general form for pseudopotential is

\[ V_{NL} = \sum_{lm} \langle lm \rangle V_l \langle lm \rangle \]  

(2-20)

Where \( \langle lm \rangle \) are the spherical harmonics and \( V_l \) is the pseudopotential for angular momentum \( l \). Acting on the electronic wave function with this operator decomposes the wave function into the spherical harmonics, each of which is multiplied by the relevant pseudopotential \( V_l \).

A pseudopotential that uses the same potential for all the angular momentum components of the wave function is called a local pseudopotential. Pseudopotential is a function only of the distance from the nucleus. It is possible to produce arbitrary, predetermined phase shifts for each angular momentum state with a local potential, but there are limits to the amount that the phase shifts can be adjusted for the different angular momentum states, while maintaining the crucial smoothness and weakness of the pseudopotential. Without a smooth, weak pseudopotential it becomes difficult to expand the wavefunctions using a reasonable number of planewaves basis states.

2.5. K-Sampling

Electronic states are allowed only at a set of \( k \)-points determined by the boundary conditions that apply to the bulk solid. The density of allowed \( k \)-points is proportional to the volume of the solid. The infinite numbers of electrons in the solid are accounted
for by an infinite number of \( k \)-points and only a finite number of electronic states are occupied at each \( k \)-point.

The Bloch theorem changes the problem of calculating an infinite number of electronic wavefunctions to one of calculating a finite number of \( k \)-points. The occupied states at each \( k \)-point contribute to the electronic potential in the bulk solid so that in principle an infinite number of calculations are needed to compute this potential. However the electronic wavefunctions at \( k \)-points that are very close are identical. Hence it is possible to represent the electronic wavefunctions over a region of \( k \) space by the wavefunctions at the single \( k \)-point. In this case the electronic states at only a finite number of \( k \)-points are required to calculate the electronic potential and hence determine the total energy of the solid.

Methods have been devised for obtaining very accurate approximations to the electronic potential from a filled electronic band by calculating the electronic wavefunctions at special sets of \( k \)-points. The two most common methods are those of Chadi and Cohen [67] and Monkhorst and Pack [68]. Using these methods, the electronic potential and the total energy of an insulator can be obtained by calculating the electronic states at a very small number of \( k \)-points. A denser set of \( k \)-points are required to calculate the electronic potential and the total energy of a metallic system in order to define the Fermi surface precisely.

However, the computational cost of performing a very dense sampling of \( k \) space increase linearly with the number of \( k \)-points in the Brillouin zone (BZ). Density functional codes approximate these \( k \) space integrals with a finite sampling of \( k \)-points. Special \( k \)-points schemes have been developed to use the fewest possible \( k \)-points for
a given accuracy, thereby reducing the computational cost. The most commonly used scheme is that of Monkhorst and Pack [68].
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Figure 3: Comparison of a wavefunction in the Coulomb potential of the nucleus (blue) to the one in the pseudopotential (red). The real and the pseudowavefunction and potentials match above a certain cutoff radius $r_c$.

2.6. Planewave Pseudopotential Code VASP

In this thesis we have employed one planewave pseudopotential code i.e. VASP [69]. In section 2.6.1 below we give a brief explanation of the code. The VASP code has been used to determine the equilibrium lattice parameters, the heats of formation, the elastic constants and the phonon dispersions for the Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$
structure. We have also calculated the density of states using VASP and will present all the results calculated in chapter 3 and 4.

2.6.1. VASP Code

Vienna Ab-initio Simulation Package (VASP) is a package for performing ab-initio quantum-mechanical molecular dynamics (MD) using pseudopotentials and a planewaves basis set. The approach VASP is based on a finite-temperature local-density approximation (with the free energy as variational quantity) and an exact evaluation of the instantaneous electronic ground state at each MD-step using efficient matrix diagonalization schemes and efficient Pulay mixing. These techniques avoid all problems occurring in the original Car-Parrinello method which is based on simultaneous integration of electronic and ionic equations of motion. The interaction between ions and electrons is described using ultrasoft Vanderbilt pseudopotentials (US-PP) or the projector augmented wave method (PAW) [70]. Both techniques allow a considerable reduction of the necessary number of planewaves per atom for transition metals and first row elements. Forces and stresses can be easily calculated with VASP and used to relax atoms into their instantaneous ground state.

The projector-Augmented wave implemented in VASP reconstructs the full all-electron density and avoids the necessity of nonlinear core-corrections. VASP use efficient matrix diagonalisation schemes and an efficient Pulay/Broyden charge density mixing, these techniques avoid all problems occurring in the original Car-Parinello method, which is based on the simultaneous integration of electronic and ionic equations of motion.
2.7. Heats of Formation

For the study of the discharge products of sulphur and oxygen formed in Li-S and Li-O\textsubscript{2} batteries, it is convenient to consider the heats of formation which is calculated as follows:

\[ \Delta H_f = E_c - \sum x_i E_i \]  

(2-21)

where \( E_c \) is the calculated total energy of the compound, \( E_i \) is the calculated total energy of element \( i \) in the compound. The equilibrium total energies of the discharge products of sulphur and oxygen formed in Li-S and Li-O\textsubscript{2} batteries are calculated using VASP. The lower the heat of formation of the structures, the more stable they become.

2.8. Elastic Properties

2.8.1. Theory of Elasticity

From the perspective of materials physics, the elastic constants \( C_{ij} \) contain some of the more important information that can be obtained from ground-state total-energy calculations. A given crystal structure cannot exist in a stable or metastable phase unless its elastic constants obey certain relationships. The \( C_{ij} \) also determines the response of the crystal to external forces, as characterized by the bulk modulus, shear modulus, Young’s modulus and Poisson’s ratio and so play an important role in determining the strength of a material [71].

First-principles calculations that use periodic boundary conditions assume the existence of a single crystal, so all elastic constants can be determined by direct computation. The calculated \( C_{ij} \) can then be used to check the experimental bulk and shear moduli, if
available and to calibrate model calculations. In addition, the elastic constants can be used to check the phase stability of proposed compounds [72]. First-principles calculations can thus be used to predict the existence and properties of new materials.

2.8.2. Definition of Elastic Constants

To determine the elastic constants of a crystal, a deformation of the unit cell is created by changing the Bravais lattice vectors \( \mathbf{R} = (a, b, c) \) of the undisturbed unit cell to \( \mathbf{R}' = (a', b', c') \) using a strain matrix \( \mathbf{e} \)

\[
\mathbf{R}' = \mathbf{R} \left[ \begin{array}{ccc}
1 + e_{xx} & \frac{1}{2} e_{xy} & \frac{1}{2} e_{xz} \\
\frac{1}{2} e_{yx} & 1 + e_{yy} & \frac{1}{2} e_{yz} \\
\frac{1}{2} e_{zx} & \frac{1}{2} e_{zy} & 1 + e_{zz}
\end{array} \right].
\]

(2-22)

The deformation leads to a change of the total energy of the crystal

\[
U = \frac{E_{tot} - E_0}{V_0} = \frac{1}{2} \sum_{i=1}^{6} \sum_{j=1}^{6} C_{ij} e_i e_j,
\]

(2-33)

where \( E_0 \) is the total energy of the unstrained lattice, \( V_0 \) is the volume of the undistorted cell and the \( C_{ij} \) are the elements of the elastic constant matrix with a notation that follows standard convention. Both \( i \) and \( j \) run from 1…6 in the sequence \{xx, yy, zz, yz, xz, xy\}. The tensor of elasticity has 36 elements, the elastic constants, but maximally 21 of these are independent.
2.8.3. Calculation of Elastic Constants

The simplest case by far is the cubic system where there are only three independent constants, \( C_{11}, C_{12} \) and \( C_{44} \). We use this case to illustrate the manner in which the stiffness matrix elements may be determined from strain fields of the form (2-22). If the applied strain is \( \varepsilon_{xx} = \varepsilon \) with all other \( \varepsilon_i \) equal to zero, the energy change is \( U = C_{11} \varepsilon^2 / 2 \). This allows a unique determination of \( C_{11} \). If \( \varepsilon_{yy} = \varepsilon_{zz} = \varepsilon / 2 \), with all other strain components zero, then \( U = C_{44} \varepsilon^2 / 2 \) and we have an independent determination of \( C_{44} \). The bulk modulus, \( B \), is the response to a uniform compression so applying the strain field \( \varepsilon_{xx} = \varepsilon_{yy} = \varepsilon_{zz} = \varepsilon \) allows the computation of \( B \) via the relation \( U = Be^2 / 2 \). Similarly, the shear modulus can be calculated by using the strain field \( \varepsilon_{zz} = \varepsilon; \varepsilon_{xx} = \varepsilon_{yy} = -\varepsilon / 2 \), whereupon \( U = 3C' \varepsilon^2 / 2 \). Finally, the off-diagonal stiffness matrix element \( C_{12} \) can be calculated using one or other of the relations

\[
B = \frac{1}{2} \left(C_{11} + 2C_{12}\right) \tag{2-24}
\]

\[
C' = \frac{1}{2} \left(C_{11} - C_{12}\right) \tag{2-25}
\]

Using both of these relations provides a useful independent check on the accuracy of the computation. A symmetry-general formulation of the calculation of elastic constants from total energy calculations is given by Le Page and Saxe [73].

2.8.4 Elastic Constant Stability Conditions

The accurate calculation of elasticity is essential for gaining an insight into the mechanical stability and elastic properties of solids. For the cubic, tetragonal and
orthorhombic crystals, there are three \((C_{11}, C_{12}, C_{44})\), six \((C_{11}, C_{12}, C_{13}, C_{33}, C_{44}, C_{66})\) and thirteen \((C_{11}, C_{22}, C_{33}, C_{12}, C_{13}, C_{23}, C_{44}, C_{55}, C_{66}, C_{15}, C_{25}, C_{35}, C_{46})\) independent elastic constants. Applying two kinds of strains \((\varepsilon_1, \varepsilon_4)\) can give stresses relating to these three elastic coefficients, yielding an efficient method for obtaining elastic constants for the cubic system. This method has been successfully used to study the elastic properties of a range of materials including metallic systems [71]. The mechanical stability criteria of cubic systems as outlined elsewhere [74] are given as follows:

\[
C_{44} > 0, \quad C_{11} > |C_{12}| \quad \text{and} \quad C_{11} + 2C_{12} > 0, \quad (2.8.4.1)
\]

where \(C_{11}, C_{12}\) and \(C_{44}\) are the only three independent elastic constants. Based on three independent single crystal elastic constants of a cubic crystal, \(C_{11}, C_{12}, C_{44}\), the elastic moduli are determined using the following expressions:

\[
B = \left( \frac{C_{11} + 2C_{12}}{3} \right), \quad C' = \frac{C_{11} - C_{12}}{2}, \quad A = \frac{(2C_{44} + C_{12})}{C_{11}}, \quad (2.8.4.2)
\]

where \(B\) is the bulk modulus, \(C'\) tetragonal shear modulus and anisotropic factor \(A\). It is acknowledged that the bulk modulus \(B\) is a measure of resistance to volume changed by applied pressure, whereas the elastic anisotropy \(A\) has an important implication in engineering science since it is highly correlated with the possibility of inducing micro-cracks in materials [74]. If the material is completely isotropic, the value of \(A\) will be 1, while values smaller or larger than 1 measure the degree of elastic anisotropy. The positive \(C'\) indicates the mechanical stability of the crystal, otherwise unstable.

The corresponding mechanical stability criterion for hexagonal crystal reads as

\[
C_{11} > 0, \quad C_{11} - C_{12} > 0, \quad C_{44} > 0, \quad (C_{11} - C_{12}) - C_{33} - 2C_{13}^2 > 0 \quad (2.8.4.3)
\]

We calculated the elastic constants of Li₂O, Li₂S, Li₂O₂ and Li₂S₂ structures, as compiled in Table 2. All the elastic constants and shear moduli of the four structures,
Li$_2$O, Li$_2$S, Li$_2$O$_2$ and Li$_2$S$_2$, are positive, thus satisfying mechanical stability criteria set in equations (2) and (4). For a cubic material, it is well known that $B$, $C'$ and $C_{44}$ must be positive for a structure to remain mechanically stable. More importantly, we note a good agreement in our predicted heats of formation and the elastic constants, consistent with phase stability trend.

2.9. Phonons Calculations

A detailed knowledge of lattice vibrations is critical for the understanding and quantitative prediction of a wide variety of physical properties of solids. The fundamental thermodynamic functions of internal and free energy, entropy, heat capacity as well as non-linear properties such as thermal expansion and heat conduction are to a considerable extent determined by the vibrations of the constituent atoms in the lattice. Fortunately, the quantum theory of lattice dynamics is well developed and has proven to be one of the most successful theories of solid state physics.

With the advent of density functional theory and the progress with numerical methods for solving quantum physical equations together with the emergence of more and more powerful computers made it feasible to accurately describe the interatomic interactions in crystals and molecules based on quantum mechanics. Three different techniques for \textit{ab initio} evaluation of vibrational properties have been developed, namely (i) direct methods based on total energy changes or forces calculated for atoms displaced from their equilibrium position, (ii) analytical calculation of force constants based on a perturbative expansion around the equilibrium geometry and (iii) Fourier transform of the atomic velocity autocorrelation function obtained from a molecular dynamics trajectory [75]. Direct methods (option (i) above) require the evaluation of total energy
and forces for the equilibrium geometry as well as of several distorted geometries from which the force constant matrix can be assembled. Phonon dispersion curves along specific high symmetry directions in reciprocal space were determined by the method of interplanar force constants [76], where planes perpendicular to these directions are displaced within an elongated supercell. The most general direct approach to lattice dynamics is based on the *ab initio* evaluation of forces on all atoms produced by a set of finite displacements of a few atoms within an otherwise perfect crystal. The perfect crystal environment has to be sufficiently large to ensure that interactions of the perturbation with all its translational symmetry equivalent copies are small, which usually requires construction of suitable supercells. The techniques for selecting suitable supercells and atomic displacements, assembling force constant matrices from the calculated forces and calculating phonon dispersion relations via Fourier transform are well documented [77].

### 2.9.1. Phonon Dispersion and Polarization Vectors

The frequencies $\omega^2(k, j)$ of phonon modes $j$ are calculated by diagonalization of the supercell dynamical matrix for each wave vector $k$ along a specified path through the Brillouin zone, thus creating phonon dispersion curves.

$$D(k) \cdot e(k, j) \omega^2(k, j)e(k, j)$$  \hspace{1cm} (2-26)

The irreducible representations of all phonon modes at the $\Gamma(0,0,0)$ point can be calculated, providing in addition Raman and infrared activities of the modes. The complex polarization vectors satisfy the orthonormality relations

$$\sum_j e^*_i(k, j; \mu) \cdot e_j(k, j; \nu) = \delta_{i,\mu} \delta_{\mu,\nu}$$  \hspace{1cm} (2-27a)
\[ \sum_{i} \sum_{\mu} e^*_i(k, j; \mu) \cdot e_i(k, j; \mu) = \delta_{i,j} \]  
(2-27b)

The polarization vectors \(e(k,j;\mu)\) defined for the wave vector \(k\) centered at the origin of reciprocal space differ from the conventional polarization vector \(e(k,\tau;j;\mu)\) as defined for the wave vector \(k\tau\) pointing from the center of a given Brillouin zone labeled by the reciprocal vector \(\tau\). Because of \(k = \tau + k\), the relation between these differently defined polarization vectors is

\[ e(k, j; \mu) = e(k, j; \mu) \exp[-2\pi \tau \cdot r_{\mu}] \]  
(2-28)

Using the polarization vectors, the displacements caused by a particular phonon and its intensity can be calculated. Assuming amplitude \(Q_k\) and phase \(0 \leq \phi_k \leq 1\) of the displacement wave, the displacements \(U(n,\mu)\) of atoms \((n,\mu)\) for a given wave vector \(k\) and phonon branch \(j\) are given by the equation

\[ U(n, \mu) = \frac{Q_k}{2\sqrt{M_\mu}} \{ \text{Re} e(k, j; \mu) \cos[2\pi (k \cdot R(n, \mu) - \phi_k)] - \text{Im} e(k, j; \mu) \sin[2\pi (k \cdot R(n, \mu) - \phi_k)] \} \]

(2-29)

The intensity of phonon modes is obtained from the form factors. The form factor projected on the wave vector is defined as

\[ F^{(p)}(k, j) = \frac{1}{k^2} \left| \sum_{\mu} \frac{k \cdot e(k, j; \mu)}{\sqrt{M_\mu}} \right|^2. \]  
(2-30)

However, the intensity of a phonon mode is represented by the simple form factors

\[ F^{(s)}(k, j) = \frac{1}{k^2} \left| \sum_{\mu} \frac{e(k, j; \mu)}{\sqrt{M_\mu}} \right|^2 \]  
(2-31)
which may be applied to remove unessential phonon branches originating from back
folding, or to estimate relative intensities of all modes in varying Brillouin zones.

The MedeA-Phonon module is based on the general direct approach to lattice dynamics
and is designed to work independent of a specific underlying code for deriving forces
and total energies. However, together with the VASP a fully automatic and highly
parallel procedure is provided within MedeA.

2.9.2 Phonon Dispersion Stability Conditions

When analysing the phonon dispersion curves, structures are said to be stable if and
only if there are no soft modes in the negative frequency observed in the phonon
dispersion curve.

2.10. Density of States

The density of states (DOS) is a useful mathematical concept allowing integration with
respect to the electron energy to be used instead of the integration over the Brillouin
zone. In addition, the DOS is often used for quick visual analysis of the electronic
structure. Characteristics such as the width of the valence band, the energy gap in
insulators and the number and intensity of the main features are helpful in qualitatively
interpreting experimental spectroscopic data. DOS analysis can also help to understand
the changes in electronic structure caused by, for example, external pressure.

More accurate methods are based on linear or quadratic interpolations of band energies
between the reference points in the Brillouin zone. The most popular and reliable
technique, which is based on the tetrahedron interpolation, is unfortunately ill suited to
the Monkhorst-Pack grid of special points. Therefore VASP uses a simplified linear
interpolation scheme [78]. This method is based on the linear interpolation in parallelepiped formed by the points of the Monkhorst-Pack set, followed by the histogram sampling of the resultant set of band energies.

The density of states behaviour at $E_f$ is significant and can be used to correlate their stability. It is also known from literature that the DOS of structures of the same composition can be used to mimic the stability trend with respect to their behaviour at the $E_f$. The structure with the highest and lowest density of density at $E_f$ is considered the least and most stable, respectively. Furthermore we can determine whether our structures are metal, semi-conductors or insulators by measuring their band gaps respectively.

2.11. Atomistic Simulation

One of the major reasons for computations in materials science is to gain a deeper understanding of materials on the atomic scale [79]. Atomistic computer modelling techniques now play a major role in both physical and biological sciences [80]. An atomistic simulation is now able to model the structure of mineral surfaces at the atomic level and is a valuable tool for interpreting and predicting surface structures [81]. The atomistic simulations are based on the Born model of ionic solids [82], in which the ions interact via long-range electrostatic forces and short-range forces. The value of atomistic simulations in the earth and materials sciences lies in demonstrating the mechanisms of atomistic procedures, and extending this capability to evaluate material properties to regimes where direct laboratory measurements are difficult or impossible to perform [83]. Atomistic models are limited to small system sizes. The major disadvantage is their inability to explicitly model electronic properties. This problem is
overcome by the use of electronic structure calculation density functional theory (DFT). The advantage of atomistic simulation is the reduction in computing time; we are able to model bigger system for a short period of time as compared to DFT. Energy minimization allows us to evaluate the most stable configurations and molecular dynamics provides the effect of temperature on the system. These techniques are discussed in the following sections.

2.11.1. Energy Minimisation

Energy minimisation allows us to evaluate energy of a system by adjusting the atom positions until a minimum energy configuration of the atoms is obtained. In this work we used energy minimisation throughout to calculate the energies and equilibrium structures of the bulk Li$_2$S and Li$_2$Se. As an example METADISE (minimum energy techniques applied to dislocations, interfaces, surface energies) codes [84], uses energy minimisation to calculate the structure of systems periodic in various dimensions (zero nanoparticles, one dislocations, two surfaces and three bulk). The advantage of energy minimisation is that (for systems it does not demand computationally, so it can be used to scan a range of possible configurations. The drawback of energy minimisation are that for large systems the inversion of the matrix of second order derivatives becomes prohibitively expensive, something which the ever increasing power of computers and techniques such as molecular dynamics go some way to negating and that it does not take account of the vibrational properties of the system. There is no representation of temperature in the simulated system however this effect will be small for ideal solid systems. The lowest energy configuration is found by using an iterative procedure to adjust the atom positions until the interaction energy is minimised. The calculated
interaction energy should be the minimum interaction energy of the system, i.e., the system must be at its mechanical equilibrium and there should be no residual stresses. However, this is rarely the case on setting up a simulation cell and hence the interaction energy needs to be minimized so as to remove these residual stresses. There are two ways of achieving this: Firstly, via a constant volume or constant area minimization, where the cell dimensions are kept fixed but the position of the ions can be modified. Secondly, by means of a constant pressure minimization where both the cell dimensions and the ions can relax, i.e., forces on the atoms and the cell dimensions are both removed [85]. The ions are at their minimised positions when all the forces are zero, i.e., when

\[
\frac{\partial U}{\partial r} = 0
\]  

(2.1)

where \( U \) is the energy and \( r \) is the ion position.

The Newton-Raphson variable matrix method [86] has been employed for energy minimisation calculations throughout this work. This minimisation procedure optimises the energy of the systems modelled with the potential energy. In the Newton-Raphson method, \( U(r) \) is expanded to second order by Taylor expansion:

\[
U(r) = U(r_{n}) + g_n \delta r^T + \frac{1}{2} \delta r^T W_n \delta r
\]  

(2.2)

where \( \delta r \) is the displacement of a given ion

\[
\delta r = r_{n+1} - r_n
\]  

(2.3)

and \( W_n \) is the second derivative matrix,

\[
W_n = -\frac{\partial^2 U}{\partial r_n^2}
\]  

(2.4)
Then assuming equilibrium conditions where the change in energy with respect to ion position is zero

$$\frac{\partial U}{\partial r} = 0 = g_n + W_n \cdot \delta r \quad (2.5)$$

which gives

$$\delta r = -W_n^{-1} \cdot g_n \quad (2.6)$$

Hence

$$r_{n+1} = r_n - \cdot g_n \cdot H_n \quad (2.7)$$

where $H_n$ is the Hessian matrix and is equivalent to $W_n^{-1}$. Therefore Equation 2.7 is the working equation for calculating the new atomic positions using the Newton-Raphson minimisation method. If the energy system was harmonic in $r$ the minimum energy of the system would be obtained in a single step. However, the energy of the system is not harmonic, although the displacement gives rise to a lower energy configuration. Hence several iterations have to be performed before the equilibrium configuration is obtained. Since this method requires the calculation of both the first and the second derivative of energy with respect to the position of the ions and the inversion of the second derivative matrix, it can be computationally expensive for large systems. The speed of calculation can be increased if the inverted second derivative matrix is approximated and the matrix is recalculated after a fixed number of iterations or when the changes are in the energy are too large for the approximation to be valid [87]. There are a number of different ways that the inverse Hessian matrix can be approximated. The two methods that can be used to approximate are the Hessian matrix are shown below.

The Davidon-Fletcher-Powell (DFP) method [87]:

\[ r_{n+1} = r_n - \delta r \]

\[ \delta r = -H_n^{-1} \cdot g_n \]

\[ H_{n+1} = H_n - \mu_n H_n \delta r \delta r^T H_n + \lambda_n \mu_n I \]

\[ \mu_n = \frac{\delta r^T g_n}{g_n^T H_n g_n} \]

\[ \lambda_n = \frac{\lambda_n^\prime}{\delta r^T H_n \delta r + \mu_n^2 \lambda_n^\prime} \]
where \( \delta r = (r_{n+1} - r_n) \) and \( \delta g = (g_{n+1} - g_n) \). The superscript corresponds to the transpose of the vector, and the new position \( n+2 \) can be calculated. The second method is the Broyden-Fletcher-Goldfarb-Shanno (BFGS) [88] [89]. This is a more efficient approach. This is identical to the DFP equation with only the additional term:

\[
H_{n+1} \approx H_n + \frac{\delta r \times \delta r^T}{\delta r \cdot \delta g} \left( H_n \cdot \delta g \right) \times \left( H_n \cdot \delta g^T \right) \quad (2.8)
\]

where the vector \( u \) is defined as:

\[
u = \frac{\delta r}{\delta r \cdot \delta g} - \frac{H_n \cdot \delta g}{\delta g \cdot H_n \cdot \delta g} \quad (2.9)
\]

\[
2.11.2. \text{Molecular Dynamics}
\]

Molecular dynamics simulation is a computational technique used to study the motions of atoms in a given system (e.g., a solid material or a solid solution could equally be liquids and gases) in order to understand and predict the structural, dynamic, kinetic, and/or equilibrium properties at a chosen conditions (e.g., compositions, temperatures, and pressures) [90]. Molecular dynamics (MD) is a powerful method for exploring the structure of solids, liquids and gases. It is a modern method which requires electronic computers and recently supercomputers. Molecular Dynamics simulations are in many respects very similar to real experiments. When we perform a real experiment, we proceed as follows. We prepare a sample of the material that we wish to study. We connect this sample to a measuring instrument (e.g. a thermometer, manometer, or
viscometer), and we measure the property of interest during a certain time interval. If our measurements are subject to statistical noise (as most measurements are), then the longer we average, the more accurate our measurement becomes. In Molecular Dynamics simulation, we follow exactly the same approach. First, we prepare a sample: we select a model system consisting of N particles and we solve Newton’s equations of motion for this system until the properties of the system no longer change with time (we equilibrate the system). After equilibration, we perform the actual measurement. In fact, some of the most common mistakes that can be made when performing a computer experiment are very similar to the mistakes that can be made in real experiments (e.g., the sample is not prepared correctly, the measurement is too short, the system undergoes an irreversible change during the experiment, or we do not measure what we think) [91]. We call molecular dynamics (MD) a computer simulation technique where the time evolution of a set of interacting atoms is followed by integrating their equations of motion. The molecular dynamics can be used to investigate the detailed atomistic mechanisms. With MD technique it is possible to simulate the dynamic, thermal behavior of atoms in solids. By performing simulations at different temperatures and studying the displacements of the ions as a function of time we can predict diffusion coefficients. The molecular dynamics technique involves solving Newton’s laws of motion over a finite time period for all the particles of a system. The main difference with the energy minimization method discussed in the previous section, is that, molecular dynamics simulation gives the effect of temperature by assigning kinetic energy to the atoms in the simulation cell and thus allows us to follow the trajectory of the atoms and molecules with time. Hence, unlike in energy minimization calculations, atoms and molecules can potentially jump over energy barriers to reach a global
minimum; however, due to the very short ‘real time’ accessible to molecular dynamics simulations, this only applies to small energy barriers, i.e., of the order of few $k_B T$. All molecular dynamics simulations in this work were performed using the computer code DL_POLY developed by W. Smith and T.R. Forester in Daresbury, UK [92].

In molecular dynamics simulation, the particles are initially assigned random velocities, such that the system starts with the required temperature and that the simulation cell has no translational momentum, i.e.,

$$\sum_{i=1}^{N} m_i v_i^2 = 3Nk_B T$$ \tag{2.11}

and

$$\sum_{i=1}^{N} m_i v_i = 0$$ \tag{2.12}

where $N$ is the number of particles, $k_B$ is the Boltzmann constant, $T$ is the temperature, $m_i$ is the mass of ion $i$, and $v_i$ its velocity.

The second step of a molecular dynamics simulation is to calculate the force acting on each particle. Once the forces, $F_i$, are obtained the accelerations, $a_i$, can be calculated and the velocities, $v_i$, and positions $r_i$, are updated, for an infinitely small time step, according to

$$a_i(t) = \frac{F_i(t)}{m_i}$$ \tag{2.13}

$$v_i(t + \delta t) = v_i(t) + a_i(t) \delta t$$ \tag{2.14}

$$r_i(t + \delta t) = r_i(t) + v_i(t) \delta t$$ \tag{2.15}
These are the Newton’s equations of motion and can only be applied strictly for an infinitesimal time step. In practice, computer codes use integration algorithms such as the Verlet algorithm [93] to solve Newton’s laws of motion, as explained in the next section. The choice of the time step $\delta t$, in these equations is very important. Indeed if $\delta t$ is too large, the molecular vibrations will occur within the time step, giving rise to large errors. However, if $\delta t$ is too small, the particles will take too long to move a significant distance. In addition, another factor needs to be considered to choose the time factor. After each step, run time properties such as the potential energy, the temperature, or the pressure of the system are calculated. Then the process is repeated several thousand or million times to reach the required simulation time. In the first few tens of thousands steps, the particles’ velocities are scaled to meet the desired temperature. This period is called the equilibrium period and it allows for the system to come to equilibrium at a given temperature and pressure before data are collected. Then, the simulation is run as long as possible, without scaling the particles’ velocities, to obtain converged averages of the properties of interest and reduce statistical noise. In molecular dynamics we follow the laws of classical mechanics, and most notably Newton's law of motion:

$$\vec{F}_i = m_i \vec{a}_i$$  \hspace{2cm} (2.16)

for each atom $i$ in a system constituted by $N$ atoms. Here, $m_i$ is the atom mass, $\vec{a}_i = \frac{d^2 \vec{r}_i}{dt^2}$ its acceleration, and $\vec{F}_i$ the force acting upon it, due to the interactions with other atoms.
In the next section we discuss the integration algorithm, the different types of ensembles used in this work and we will discuss the properties that are calculated from molecular dynamics simulations i.e. Radial distribution functions, diffusion coefficients and mean squared displacement.

**Integration Algorithms**

An integration algorithm is used to perform the step by step solution of the equations of motion using a finite difference algorithm. The algorithm used is this work is the Verlet algorithm [93]. The positions, velocities as well as accelerations are obtained by a Taylor expansion of the positions about time $t$:

$$
\begin{align*}
  r(t + \delta t) &= r(t) + v(t)\delta t + \frac{1}{2} a(t)\delta t^2 + \frac{1}{6} b(t)\delta t^3 + ... \\
  v(t + \delta t) &= v(t) + a(t)\delta t + \frac{1}{2} b(t)\delta t^2 + ... \\
  a(t + \delta t) &= a(t) + b(t)\delta t + ... \\
  b(t + \delta t) &= b(t) + ...
\end{align*}
$$

(2.17)

where $r$ is the particle’s position, $v$ is the velocity, $a$ is the acceleration and $b$ is the third time derivative of $r$. From Equation (2.7) we can calculate the position of a particle about a position $r(t)$ before and after a time step $\delta t$

$$
\begin{align*}
  r(t + \delta t) &= r(t) + v(t)\delta t + \frac{1}{2} a(t)\delta t^2 + \frac{1}{6} b(t)\delta t^3 + \mathcal{O}(\delta t^4) \\
  r(t - \delta t) &= r(t) - v(t)\delta t + \frac{1}{2} a(t)\delta t^2 - \frac{1}{6} b(t)\delta t^3 + \mathcal{O}(\delta t^4)
\end{align*}
$$

(2.18)

(2.19)

where $\mathcal{O}(\delta t^4)$ is the order of accuracy. Now adding (2.8) and (2.9) gives

$$
\begin{align*}
  r(t + \delta t) + r(t - \delta t) &= 2r(t) + a(t)\delta t^2 + \mathcal{O}(\delta t^4)
\end{align*}
$$

(2.20)
We notice that Verlet algorithm [64] is time-reversible (i.e. $r(t + \delta t)$ and $r(t - \delta t)$ are interchangeable. Also, the absence of velocities, since they are not required but are necessary for the calculation of the kinetic energy. They can be calculated by subtracting Equation (2.9) from (2.8) and obtain:

$$v(t) = \frac{r(t + \delta t) - r(t - \delta t)}{2\delta t} + \mathcal{O}(\delta t^2)$$

Equation (2.20) is accurate to $\delta t^4$ while Equation (2.21) is accurate to order $\delta t^2$.

**Ensembles**

Statistical mechanics simulations are performed in different ensembles. The microcanonical or NVE ensemble, it’s where the system is isolated from changes in particles (N), volume (V) and energy (E). A microcanonical molecular dynamics trajectory may be seen as an exchange of potential and kinetic energy, with total energy being conserved. The other ensemble is canonical or NVT ensemble, its where the number of particles, the volume and temperature are the constant quantities. And isothermal-isobaric or NPT ensemble, where the number of particles, pressure and temperature are the constant quantities. Initially a NPT simulation is performed on the bulk simulation cell (analogous to a constant pressure simulation in energy minimization) to remove any lattice strains. Thereafter, for example when considering surfaces, constant volume ensembles such as the NVT ensemble are used.

**Molecular Dynamics Simulation Properties**

The molecular dynamics studies result in various quantities describing the temperature-dependent behaviour of the analyzed systems. In our case we looked at the radial distribution functions (RDFs), mean squared displacement (MSD), and diffusion coefficient. These quantities provide the structural information about the solid and
liquid phases and about the melting phenomenon, meaning the temperatures of the solid-liquid transition can be estimated. However as stated by [94] the interpreted temperatures are not the real melting temperatures of the systems, but rather the temperatures of the mechanical instability of the infinite single crystal.

**Radial Distribution Functions (RDFs)**

The RDF is defined as the probability of finding an atom at a distance $r$ from another atom compared to a homogeneous distribution [95] and is given by

$$g(r) = \frac{V}{N_1 N_2} \frac{1}{4\pi \lambda^2 \delta r} \left\langle \sum_i \sum_{j>i} \delta(r - r_{ij}) \right\rangle$$  \hspace{1cm} (2.22)

where $V$ is the volume, $N_1$ and $N_2$ are the atom types of the RDF. The delta function must give rise to a value of one for a range of $r(\delta r)$. The RDF tends to 1 at long distances with sharp peaks indicating a regular lattice structure. For amorphous or liquid systems the RDF shows characteristically a small number of broad peaks at short distance, indicating short range order, superimposed on an oscillating trace to 1, which indicates a loss of long range order [96]. The structural properties of our system were investigated by analysing the partial radial distribution functions (RDFs), $g_{\text{co}}(r)$, $g_{\text{ss}}(r)$. The partial RDFs $g_{\alpha\beta}(r)$ are defined in such a way that, by considering an atom of the species $\alpha$, the probability of finding an atom of the species $\beta$ in a spherical shell $(r, r+dr)$ is:

$$\rho_\beta 4\pi r^2 g_{\alpha\beta}(r) dr$$  \hspace{1cm} (2.23)
where $\rho_\beta = \frac{x_\beta}{V}$, is the number density of the species $\beta$ with mole fraction $x_\beta$, and $V$ is the volume per atom.

RDFs give the probability of finding the centre of a particle or atom at a given distance from the centre of another particle. We calculated the partial distribution functions obtaining the nearest neighbour interatomic distances of Li-Li, Li-S and S-S.

The light atom at the center is the reference atom, and the circles around it represent the other atoms. A ring centered on the reference is drawn with radius $r$ and thickness $dr$. The radial distribution function can be an effective way of describing the structure of a system at different temperatures.

**Figure 4: Schematic representation of the radial distribution function**
Differentiation between a solid and a liquid can be made using the rdfs by the number of peaks appearing in a particular RDF plot. In a crystal or solid, the radial distribution functions have a multiple number of sharp peaks and heights are characteristic of the lattice structure. The radial distribution function of a liquid has a small number of peaks at short distances and the height of the peaks decreases. The examples of cobalt-sulphur radial distribution functions are given in Figure 5. For the crystalline solid, the peaks are sharp and thin and show long-range order. In case of a liquid phase, the peaks are broad and the radial distribution function rapidly converges to one.

**Mean Squared Displacement (MSD)**

In this study, the behavior of the mean squared displacement (MSD) as a function of time is also used to discriminate between a solid and a liquid phase as suggested by [97]. The time dependence of the average mean squared displacement (MSD) is one of
the tools to obtain the information on the atom mobility. It is calculated according to the following relationship:

\[ 6Dt = \langle |r_i(t) - r_i(0)|^2 \rangle \]  

(2.24)

In a solid (i.e. at a lower temperature), the diffusion will be significantly smaller and the MSD is flat. In a liquid (i.e. at a higher temperature), the particles diffuse randomly and the gradient of the curve is proportional to the diffusion coefficient. The curve takes a parabolic shape at the start, this is due to the short time it takes an atom to feel the effect of the other atoms. If there is no increase in the MSD of an ion type with time, then the ions are vibrating about their mean lattice site. Also as the MSD is the distance squared a vibrational will add to the function rather than cancel itself out. However such movements are small compared to atoms actually diffusing through the crystal. If the MSD’s increases with time, then the ions are considered to be moving away from their initial positions.

**Diffusion Coefficient**

The diffusion is another measure to estimate relative mobilities of individual Li₂S and Li₂Se atoms. It is known that diffusion coefficient can be estimated from the slope of MSD plots using the Einstein relation as follows:

\[ D = \frac{1}{6} \frac{d}{dt} \langle |r_i(t) - r_i(0)| \rangle \]  

(2.25)
The integral Equation 2.25 is the velocity autocorrelation function (VAF), which is related to the diffusion coefficient. The VAF decays to zero at long time; the function is integrated mathematically to calculate the diffusion coefficient as in Equation 2.26.

\[
D = \frac{1}{3} \int_{0}^{\infty} \langle v_i(t)v_i(0) \rangle \, dt
\]  

(2.26)

The melting point of the simulated system can be located by increasing the temperature of a crystalline system until diffusion appears.

**Periodic Boundary Conditions**

Periodic boundary conditions are used in most of our simulations of molecular dynamics (and energy minimization). Implementing periodic boundary conditions means that the particles are usually enclosed in a cubic simulation box of a fixed side-length. The box is then replicated to infinity by rigid translations in the three Cartesian directions, producing infinite images of each particle in the box. A particle in the box would not only interact with the rest of the particles in the same box, but with the images in the nearby boxes, provided that they lie within the range of interaction. When a particle leaves the simulation box, one image fills the void, shown in Figure 6.
Figure 6: Schematic representation of the periodic boundary conditions where the simulation cell is highlighted in bold.

The highlighted cell in Figure 6 indicates the simulation cell whereas the other cells indicate the images. The system no longer has a surface, which is necessary to simulate bulk crystals or in the case of liquids to prevent outer molecules from boiling off into space. Two strategies can be employed when simulating surfaces. The first is to use two-dimensional periodic boundary conditions, that is where the cell is periodic in only two directions and the other direction is used to create the surface. This method uses the Parry summation which is described in the next chapter. The second is to use three-dimensional periodicity but have the simulation cell to be large so that the interactions between the interface and its images are negligible. This method use Ewald summation to model the electrostatic interactions.
Chapter 3: First Principle Calculations for 
Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ Structures: 
Structure and Stability

In this chapter we discuss the DFT results in particular the lattice constants and the heats of formations of the Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures. We further compare the obtained results with the available experimental and theoretical data. One code was used to perform calculations; namely VASP [98] as discussed in detail in chapter 2. In the next section we discuss the convergence parameters of the Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures. We also discuss the calculated bulk moduli and elastic constants of Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures. We will also present the phonon dispersion and the density of states results.

3.1. Cutoff Energy and K-points Convergence

3.1.1. Cutoff Energy

In order to determine the appropriate cutoff energy for our structures (Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures), single point energy calculations were performed for different kinetic energy cutoffs at default number of $k$-points for each system within GGA-PBE. The method was employed owing to its robustness for metallic systems. We used ultrasoft pseudopotentials [99], which require significantly less computational resources than the norm-conserving potentials. In figure 8 we show the curves of total energy per atom against cutoff energy for the Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures. The energy cutoffs of 500 eV was chosen for Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures,
respectively since the energy gave a constant slope at that point and they yielded energy differences of less than 1meV/atom. The curves are shown in figure 8.

3.1.2. K-Points

In this section, we show the convergence of the total energies with respect to the \( k \)-point sampling set size, as illustrated in figures 7. We have carried out total energy calculation at fixed cut-off energy for each structure (determined above) while the number of \( k \)-points was varied. The total energy with respect to the number of \( k \)-points was considered converged when the energy change per atom (between two consecutive points) was within 1meV per atom. The \( k \)-points were chosen as 8x8x8 for \( \text{Li}_2\text{S} \), \( \text{Li}_2\text{O} \), \( \text{Li}_2\text{O}_2 \) and \( \text{Li}_2\text{S}_2 \) structures, as shown in figures 7.

![Graphs of energy of formation vs the number of k-points for (a) Li\(_2\)O, (b) Li\(_2\)S, (c) Li\(_2\)O\(_2\) and (d) Li\(_2\)S\(_2\).](image-url)
Figure 8: Graphs of energy of formation vs energy cut-off for (a) Li$_2$O, (b) Li$_2$S, (c) Li$_2$O$_2$ and (d) Li$_2$S$_2$.

3.2. Geometry Optimization

The geometry optimization for the Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structure was performed within the generalized gradient approximation using the energy cutoff of 500eV. The lattice parameters of the structures were allowed to vary. The calculations were carried out till a good convergence was obtained. The total energy of the optimized structures was used to calculate the heats of formation which will be discussed in detail in the next section.
3.3. Heats of Formation for the Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ Structure

The calculations were performed at experimental lattice constant in the framework of DFT using VASP code. Table 4 summarizes the optimized lattice constants and heats of formation for studied systems together with those of previous studies, theoretical and experimental. Other studies employed different exchange correlation functional. Our computed lattice parameters are in good agreement with the experimental and theoretical results. The GGA results are in good agreement with calculations such as linear combinations of atoms (LCAO), LMTO and full potential linearized augmented plane wave (FLAPW). We have calculated the equilibrium lattice constants and the heats of formations of the Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures. The calculations have predicted structures with negative heats of formations, Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures which are expected to be stable. Their heats of formation are almost of the same magnitude and the relaxed structures show no rotation. We observe that the cubic Li$_2$O has the most negative $\Delta H$ in good agreement with the experiments whereas Li$_2$S$_2$ is the least negative $\Delta H$ this can be due to the fact that the structure does not exist or the no much work done on it, the Li$_2$S$_2$ structure was built from existing Li$_2$O$_2$ structure by replacing oxygen atoms with sulphur atoms.

3.4. Competition Between Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$

The heats of formation calculations reveal that Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures all have a negative $\Delta H$. However, that of Li$_2$S$_2$ structure is closer to zero than the rest.

In summary, our predicted heats of formation results agree well with those found experimentally, in particular, the Li$_2$S and Li$_2$O structures which agrees to within 3% with the experimental values.
Table 4: The equilibrium lattice parameters and heats of formation ($\Delta H_f$) of the Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structure

<table>
<thead>
<tr>
<th>Structure</th>
<th>Lattice Parameters (Å)</th>
<th>ΔH$_f$ (KJ/mol)</th>
<th>Volume ($Å^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>VASP</td>
<td>experimental</td>
<td>VASP</td>
</tr>
<tr>
<td>Li$_2$O$_2$</td>
<td>a=3.16</td>
<td>3.18[27]</td>
<td>-277.16</td>
</tr>
<tr>
<td></td>
<td>c=7.69</td>
<td>7.72[27]</td>
<td></td>
</tr>
<tr>
<td>Li$_2$S</td>
<td>a= 4.13</td>
<td></td>
<td>-40.25</td>
</tr>
<tr>
<td></td>
<td>c=10.52</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li$_2$O</td>
<td>a=4.63</td>
<td>4.57 [28]</td>
<td>-541.57</td>
</tr>
<tr>
<td>Li$_2$S$_2$</td>
<td>a=5.72</td>
<td>5.71[29]</td>
<td>-378.02</td>
</tr>
</tbody>
</table>

3.5. Competition Between Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$

The heats of formation calculations reveal that Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures all have a negative $\Delta H$. However, that of Li$_2$S$_2$ structure is closer to zero than the rest.

In summary, our predicted heats of formation results agree well with those found experimentally, in particular, the Li$_2$S and Li$_2$O structures which agrees to within 3% with the experimental values.

3.6. Elastic Properties

We investigated the elastic constants and moduli of Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures within density functional theory in the framework of GGA. The planewave
The cut-off energy was 500 eV and convergence of the calculations is 1meV. The knowledge of elastic constants is essential for many practical applications related to the mechanical properties of solids, for example, thermoelastic stress, internal strain and fracture toughness. Elastic constants determine the response of crystal to external forces. They play an important role in determining the strength of the material.

The elastic properties of solids are important hence they are related to various fundamental properties, equation of state, phonon spectra etc. We have calculated the elastic constants (C_{11}, C_{12}, C_{13}, C_{33} and C_{44}) for Li_2S, Li_2O, Li_2O_2 and Li_2S_2 in their anti-fluorite and hexagonal phases, and compared them with experimental and theoretical results.

In Table 5 we list the elastic moduli, anisotropy ratio and bulk moduli for Li_2S, Li_2O, Li_2O_2 and Li_2S_2 structures. In the cases of Li_2S and Li_2O, our calculated values are in good agreement with experimental values. Whereas in the case of Li_2O_2 and Li_2S_2, our calculated values are lower than the experimental results, using LDA and GGA especially Li_2O_2. There is no much work done on Li_2S_2 experimental results.

The mechanical stability criteria of cubic systems as outlined elsewhere [26] are given as follows:

\[ C_{44} > 0, \ C_{11} \geq |C_{12}| \quad \text{and} \quad C_{11} + 2C_{12} > 0, \]  
(3.1.1)

where \( C_{11}, C_{12} \) and \( C_{44} \) are the only three independent elastic constants. Based on three independent single crystal elastic constants of a cubic crystal, \( C_{11}, C_{12}, C_{44} \), the elastic moduli are determined using the following expressions:

\[ B = \left( \frac{C_{11} + 2C_{12}}{3} \right), \quad C' = \frac{C_{11} - C_{12}}{2}, \quad A = \frac{(2C_{44} + C_{12})}{C_{11}}, \]  
(3.1.2)

where \( B \) is the bulk modulus, \( C' \) tetragonal shear modulus and anisotropic factor \( A \).
The corresponding mechanical stability criterion for hexagonal crystal reads as

\[ C_{11} > 0, \ C_{11} - C_{12} > 0, \ C_{44} > 0, \ (C_{11} - C_{12}) C_{33} - 2C_{13}^2 > 0 \]  

(3.1.4)

All the structures Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ in their anti-fluorite and hexagonal phases, satisfy necessary conditions of cubic and hexagonal for stability.

**Table 5 : The elastic constants (GPa), anisotropy ratio and bulk moduli for Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures.**

<table>
<thead>
<tr>
<th></th>
<th>Li$_2$O</th>
<th>Li$_2$S</th>
<th>Li$_2$O$_2$</th>
<th>Li$_2$S$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>C$_{11}$</strong></td>
<td>200.60</td>
<td>217.0</td>
<td>82.14</td>
<td>83.9</td>
</tr>
<tr>
<td><strong>C$_{12}$</strong></td>
<td>19.39</td>
<td>25.0</td>
<td>18.43</td>
<td>18.10</td>
</tr>
<tr>
<td><strong>C$_{13}$</strong></td>
<td>-0.13</td>
<td>-21.50</td>
<td>-3.24</td>
<td></td>
</tr>
<tr>
<td><strong>C$_{33}$</strong></td>
<td></td>
<td></td>
<td>158.5</td>
<td>358.1</td>
</tr>
<tr>
<td><strong>C$_{44}$</strong></td>
<td>50.65</td>
<td>68.0</td>
<td>34.19</td>
<td>32.20</td>
</tr>
<tr>
<td><strong>C'</strong></td>
<td>90.61</td>
<td>96.01</td>
<td>59.50</td>
<td>48.09</td>
</tr>
<tr>
<td><strong>B</strong></td>
<td>79.59</td>
<td>39.67</td>
<td>89.51</td>
<td>40.84</td>
</tr>
<tr>
<td><strong>A</strong></td>
<td>0.30</td>
<td>1.05</td>
<td>0.75</td>
<td>0.46</td>
</tr>
</tbody>
</table>

3.7. Phonon Dispersions for the Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ Structures.

The study of phonons is an important part of solids states physics, since phonons play a major role in many physical properties of the solids, including materials thermal conductivity. In particular, the properties of long- wavelength phonons give rise to sound in solids. Phonons are quantum mechanical version of a special type of vibrational motion, known as normal modes in classical mechanics, in which each part of a lattice oscillates with the same frequency. The normal modes are the elementary vibrations of the lattice. The phonon spectrum of Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures
were investigated by VASP code that allow inter-atomic forces to be calculated. We used the PHONON code of Parlinski interfaced to VASP, which allows phonons, thermodynamic properties such as lattice specific heat, vibration energy and free energy to be calculated. PHONON is a software for calculating the dispersion curves, and phonon density spectra of crystals from either a set of force constants, or from a set of Hellmann-Feyman forces computed within an ab initio program which optimizes the structure of the crystalline supercell within constraints imposed by a crystallographic space group. In Figure 9 and Figure 10 we comparing experimental results with computed phonon dispersions for Li$_2$S and Li$_2$O structures. For Li$_2$S there is a good agreement of calculated and experimental, especially on acoustic modes and lower optical modes. For Li$_2$O there is a good agreement of calculated and experimental, especially on acoustic modes and lower optical modes. In Figure 11 and Figure 12 we present the calculated phonon DOS and phonon spectra for Li$_2$O and Li$_2$S structures, the phonon spectra indicates that the two structures are stable due to the absence of vibrations in the negative frequency which is in good agreement with the calculated elastic properties. For Li$_2$O, the lithium atoms vibration in the x,y and z components dominates a lot in the optical modes, with the oxygen atoms vibrations in the x,y and z components dominating in the acoustic mode. For Li$_2$S, the lithium atoms vibration in the x,y and z components dominates a lot in the optical modes, with the sulphur atoms vibrations in the x,y and z components dominating in the acoustic mode.
Figure 9 : Phonon dispersion of (a) calculated and (b) experimental for Li$_2$O [100].

Figure 10 : Phonon dispersion spectra for (a) Li$_2$O, (b) phonon density of states for lithium contribution and (c) oxygen contribution. With red, yellow and blue representing x,y and z components respectively.
Figure 11: Phonon dispersions of (a) calculated and (b) experimental for Li$_2$S [21].

Figure 12: Phonon dispersion spectra for (a) Li$_2$S, (b) phonon density of states for lithium contribution and (c) sulphur contribution. With red, yellow and blue representing x, y and z components respectively.

In Figure 13 we present the calculated phonon DOS and phonon spectrum for Li$_2$O$_2$ structure, the phonon spectra indicates that the structure is generally stable even though
it has some small soft modes which is in good agreement with the calculated elastic constant values C$_{13}$. The lithium atoms vibrations in the z component dominates the optical mode with x and y components absence, with the oxygen atoms vibrations x, y and z components dominating the acoustic modes.

Figure 13 : Phonon dispersion spectra for (a) Li$_2$O$_2$ , (b) phonon density of states for oxygen contribution and (c) lithium contribution. With red, yellow and blue representing x, y and z components respectively.

In Figure 14 we present the calculated phonon DOS and phonon dispersion for Li$_2$S$_2$ structure, the phonon spectra indicates that the structure is unstable due to the presence of vibrations in the negative frequency which agrees well with the calculated elastic properties. The soft modes observed are along F, B, G and Γ directions on the phonon spectra.
In Figure 14 we present the calculated phonon DOS for Li$_2$S$_2$ structures. We obtained phonon density of states to check which between lithium and sulphur is responsible for the soft modes on phonon dispersion. We have noticed that the soft modes observed on phonon dispersion are due to the high vibrations of the sulphur atoms as observed on the phonon density of states. The soft modes are also due to a negative C$_{13}$ value observed on elastic constant table.

In Figure 15 we present structures extracted, Further study on the negative energies of the phonon dispersion was done on unstable Li$_2$S$_2$ structure using VASP to investigate other polymorphs of Li$_2$S$_2$ which might be stable. Using the obtained dispersion we extracted other structures of Li$_2$S$_2$ with different symmetries (polymorphs). The polymorphs that were obtained are Li$_2$S$_2$ (P-1, P2$_1$ and P1_2/m), this polymorphs were then optimized, structural, electronic and mechanical properties were investigated to
check which of the polymorphs is stable. Li$_2$S$_2$ (P2_1) structure was found to be more stable among other polymorphs, which can be observed from Figures 16, 17 and 18.

Figure 15: Polymorphs extraction from Li$_2$S$_2$ phonon dispersion.
Table 6: The equilibrium lattice parameters and heats of formation ($\Delta$Hf) of the Li$_2$S$_2$ polymorphs- Li$_2$S$_2$ (P2_1), Li$_2$S$_2$ (P2_1/m) and Li$_2$S$_2$ (P_1) structures.
Table 7: The elastic constants (GPa), anisotropy ratio and bulk moduli for Li₂S₂ polymorphs - Li₂S₂ (P₂₁), Li₂S₂ (P₂₁/m) and Li₂S₂ (P₁) structures.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Lattice Parameters (Å)</th>
<th>ΔHᵋ (KJ/mol)</th>
<th>Volume (Å³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li₂S₂ (P₂₁)</td>
<td>a= 4.19</td>
<td>-158.34</td>
<td>145.28</td>
</tr>
<tr>
<td></td>
<td>c= 9.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li₂S₂ (P₂₁/m)</td>
<td>a= 4.31</td>
<td>-153.15</td>
<td>146.33</td>
</tr>
<tr>
<td></td>
<td>c= 9.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li₂S₂ (P₁)</td>
<td>a= 4.22</td>
<td>-161.92</td>
<td>142.33</td>
</tr>
<tr>
<td></td>
<td>c= 9.13</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7: The elastic constants (GPa), anisotropy ratio and bulk moduli for Li₂S₂ polymorphs - Li₂S₂ (P₂₁), Li₂S₂ (P₂₁/m) and Li₂S₂ (P₁) structures.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Lattice Parameters (Å)</th>
<th>ΔHᵋ (KJ/mol)</th>
<th>Volume (Å³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li₂S₂ (P₂₁)</td>
<td>a= 4.19</td>
<td>-158.34</td>
<td>145.28</td>
</tr>
<tr>
<td></td>
<td>c= 9.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li₂S₂ (P₂₁/m)</td>
<td>a= 4.31</td>
<td>-153.15</td>
<td>146.33</td>
</tr>
<tr>
<td></td>
<td>c= 9.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Li₂S₂ (P₁)</td>
<td>a= 4.22</td>
<td>-161.92</td>
<td>142.33</td>
</tr>
<tr>
<td></td>
<td>c= 9.13</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 16: Phonon dispersion spectra for (a) Li₂S₂ (P2₁), (b) phonon density of states for lithium contribution and (c) sulphur contribution. With red, yellow and blue representing x, y and z components respectively.

Figure 17: Phonon dispersion spectra for (a) Li₂S₂ (P2₁/m), (b) phonon density of states for lithium contribution and (c) sulphur contribution. With red, yellow and blue representing x, y and z components respectively.
Figure 18: Phonon dispersion spectra for (a) Li$_2$S$_2$ (P_1), (b) phonon density of states for lithium contribution and (c) sulphur contribution. With red, yellow and blue representing x, y and z components respectively.

3.8. Density of States for Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ Structures.

The density of states (DOS) of a system describes the number of states at each level that are available to be occupied by electrons. A high DOS at specific energy level means that there are many states available for occupation. A DOS of zero means that no states can be occupied at that energy level. From the DOS we can deduce the nature of materials and also predict the stability of the systems.

In figure 19 and figure 20 show the density of states (DOS) and partial density of states (PDOS) of Li$_2$O, Li$_2$S, Li$_2$O$_2$ and Li$_2$S$_2$ structures. There is a clear distinction between the plots for the Li$_2$O, Li$_2$S, Li$_2$O$_2$ and Li$_2$S$_2$ structures. However, their density of states behaviour at E$_f$ is significant and can be used to correlate their stability. It is also known from literature that the DOS of structures of the same composition can be used to mimic the stability trend with respect to their behaviour at the E$_f$. The structure with the highest and lowest density of density at E$_f$ is considered the least and most stable, respectively. The total and partial DOS indicates that on Li$_2$O and Li$_2$S p orbitals of Li predominates.
at Fermi energy level and also s orbital of O and S respectively. For Li$_2$O$_2$ and Li$_2$S$_2$ structures the total and partial DOS indicates that Li p orbital dominates and also s orbitals of O and S respectively. Furthermore, we determined whether our structures are metal, semi-conductors or insulators by measuring their band gaps respectively. From figures we measured the band gaps of all the discharge products to confirm whether they are metal, semi-conductors or insulators, Li$_2$O and Li$_2$S have the band gaps of 5 and 3.7 eV respectively hence they are called insulators, whereas Li$_2$O$_2$ and Li$_2$S$_2$ have the band gaps of 2.2 and 2.0 eV hence they are preferably called semi-conductors.

**Figure 19 :** DOS and PDOS of (a) Li$_2$O and (b) Li$_2$S.
Figure 20: DOS and PDOS of (a) Li₂O₂ and (b) Li₂S₂

3.9. Discussions

In this chapter we present first principle study on the discharge products formed in Li-S and Li-O batteries which are Li₂S, Li₂O, Li₂O₂ and Li₂S₂ structures. The equilibrium lattice parameters of the Li₂S, Li₂O, Li₂O₂ and Li₂S₂ structures were performed within the generalised gradient approximations. Li₂S, Li₂O and Li₂O₂ structures are well studied either experimentally or theoretically and the results were found to be in good agreement with the available experimental values and the heats of formations suggest that the structures are stable as well with low negative values. The calculated electronic
and elastic properties of Li$_2$S, Li$_2$O and Li$_2$O$_2$ structures were found to be in good agreement with experimental studies and elastic properties indicates that the structures are mechanically stable due to positive values. The calculations on the phonon dispersion and the density of states were performed and they confirm the stability of Li$_2$S, Li$_2$O and Li$_2$O$_2$ structures.

Phonon dispersions indicates that the structures are very stable due to the absence of soft modes in the negative frequency which is in great agreement with experimental work and also calculated elastic properties which are all positive. Calculated electronic density of states to check whether studied materials are semi-conductors, metals or insulators. Density of states depicts that Li$_2$O and Li$_2$S are called insulators.

Li$_2$S$_2$ structure has not been studied and the first principle studies are unavailable in literature. In this thesis the material was studied to explore properties such as structural, electronic and mechanical properties. Heats of formation value is close zero all indicating that the structure is stable. Furthermore, the phonon dispersion curves of the Li$_2$S$_2$ structure showed the availability of the soft modes which are due to the negative elastic constant C$_{13}$ of the structure. We also performed phonon density of states for Li$_2$S$_2$ structure to check which between lithium and sulphur is responsible for instability of the structure, we have found out that the instability of Li$_2$S$_2$ structure is due to high vibrations of sulphur atoms.

We further extracted other polymorphs of Li$_2$S$_2$ structure from phonon dispersions curves along gamma direction on the brillioun zone of unstable Li$_2$S$_2$ structure, we managed to obtain a stable new polymorph of Li$_2$S$_2$ structure from phonon dispersion curve. Finally we, noticed that Li$_2$O$_2$ and Li$_2$S$_2$ are preferably called semi- conductors from density of states.
Chapter 4: Interatomic Potential Models for Li$_2$S and Li$_2$Se Systems

In this chapter the description of quantum mechanical and atomistic simulation methods is given. Related approximations and derivation of potential models are discussed, together with their validation.

Both the energy minimisation and molecular dynamics (MD) techniques, discussed in the previous sections, require that the forces between atoms (interatomic interactions) are evaluated at each step. This chapter focuses upon the description of such interatomic interactions and their use to calculate the total energy of a system. The description of such interatomic interactions can be separated into two distinct methodologies: atomistic techniques and \textit{ab initio} techniques.

Atomistic simulation techniques (discussed in this section) employ simple empirically derived equations to describe the interatomic interactions. In comparison \textit{ab initio} techniques (discussed previously; Electronic Structure Techniques) are based upon the fundamental principles of quantum mechanics, and as such present an increased level of complexity. For theoreticians the choice between which of these different techniques to employ is often determined by the information required coupled with the computational time and resources available. Using atomistic techniques it is possible to simulate large numbers (tens of thousands) of atoms. Hence such methods are particularly suited to modelling the relaxation around defects, the influence of which can extend significantly into the crystal lattice of a system. Atomistic techniques are also ideal for producing accurate statistical data from MD simulations, enabling the use
of the prerequisite large simulation cells and long simulation times. Ab initio techniques can be used to provide a material study offering a much more detailed insight into the underlying chemistry. However, such techniques are significantly more computationally expensive, and are therefore more appropriate for smaller systems.

4.1. Atomistic Potential Model

Atomistic potential models describe the variation in the energy of the molecule or solid as a function of atomic coordinates [101]. The reliability of the calculations depends on the quality and accuracy of the potential model. The potential model describes the interactions between two or more species. The different Coulombic summation schemes that have been employed are described. Finally, the potential functions used in this study are presented and all the potential parameters are discussed.

4.1.1. The Born Model of Solids

The atomistic simulation techniques used in this study are based on the Born model of solids [102]. In this model, it is assumed that the energy and its derivatives can be defined as the summation of all interactions between the atoms in the system which gives rise to the total interaction and total net force acting on each atom due to others [103]. Furthermore, the atoms of a system are represented as point-charge particles that interact via long-range electrostatic forces and short-range interactions. Hence, the interaction energy between two ions is obtained by

$$\phi_{ij} = \frac{1}{4\pi \in_0} \frac{q_i q_j}{r_{ij}} + \Phi(r_{ij})$$

(4.1)
Where the first term represents the long-range Coulombic interactions, \( \varepsilon_0 \) is the permittivity of vacuum, \( q_i \) and \( q_j \) are the ionic charges, and \( r_{ij} \) is the interatomic distance. The second term, \( \Phi(r_{ij}) \), describes the short-range interactions between ions, which include the repulsion between the electron charge clouds and the van der Waals attraction forces.

The interaction energy of a system is the sum of the pairwise interactions between all ions \( i \) and \( j \). Where appropriate, many-body terms are also included to take into account, for example, deviations from equilibrium bond angles. Thus, the overall interaction energy of a system can be written in terms of the atomic positions

\[
\phi = \sum_{i}^{N} \sum_{j \neq i}^{N} \frac{q_i q_j}{4\pi \varepsilon_0 r_{ij}} + \sum_{i}^{N} \sum_{j \neq i}^{N} \Phi(r_{ij}) + \sum_{i}^{N} \sum_{j \neq i}^{N} \sum_{k \neq i}^{N} \Phi_{ijk}(r_{ijk})
\]

(4.2)

The first term of the equation (4.2), the Coulombic energy of the system, cannot be obtained by simply summing all the pairwise electrostatic interactions. This is because the contribution of the point-charges to the electrostatic potential decays as \( 1/r \), which causes the Coulombic term to converge very poorly. Therefore, the electrostatic interactions are calculated using summation methods, such as the Ewald sum for example, as described later in this chapter. The other terms of equation 2, the short-range interactions, converge much faster and thus can usually be calculated by a simple summation.

### 4.1.2. Long Range Interactions

**Coulombic Simulation**
The electrostatic interactions between charged particles are long-ranged and hence a particle $i$ will interact with all other particles $j$ in the simulation box and also, with the periodic images of these particles, including those of $i$. Therefore, the Coulombic contribution, $\phi$, to the interaction energy is

$$\phi_i = \frac{1}{2} \left( \frac{1}{4\pi \varepsilon_0} \right) \sum_{n=0}^{N} \sum_{j=1}^{N} \frac{q_i q_j}{r_{ij} + nL}$$

where $q_i$ and $q_j$ represent the charges on particles $i$ and $j$, $r_{ij}$ is the interatomic distance, $\varepsilon_0$ is the permittivity of free space, and $L$ is the set of simulation cell vectors reflecting the periodicity of the simulation box. The sum over $n$ is the sum of all the periodic images where $n$ is the ordered triple of integers that define the periodic images, where $n$ is the ordered triple of integers that define the periodic images of the simulation cell. The prime on the first summation indicates that $i = j$ is ignored for $n = 0$. The problem is that the sum in (Equation 4.3) is very slow to converge due to the $1/r$ term. Therefore, one needs a quicker and more reliable summation scheme such as Ewald summation.

**Ewald Summation**

Ewald summation [104] is an excellent technique for calculating electrostatic interactions in periodic systems in three-dimension and is an efficient technique for summing the interaction between an ion and all its infinite periodic images. This method divides the Coulombic potential into three separate parts, i.e. a term in reciprocal space, $\phi_1$, a real space term, $\phi_2$, and a self-interaction term $\phi_3$, where:

$$\phi = \phi_1 + \phi_2 + \phi_3$$

(4.4)
In the Ewald method, every particle, of charge $q_i$, is assumed to be surrounded by a spherically symmetric charge distribution of opposite sign, which exactly cancels $q_i$ and is usually taken to be a Gaussian distribution such as

$$\rho_i(r) = -q_i \left(\frac{\alpha}{\pi}\right)^{3/2} \exp\left(-\alpha r^2\right)$$ \hspace{1cm} (4.5)$$

Where the arbitrary parameter $\alpha$ determines the width of the distribution, and $r$ is the position relative to the centre of the distribution. Therefore, only the fraction of $q_i$ that is not screened contributes to the electrostatic potential due to the particle $i$. At long distances, this fraction rapidly converges to zero and the screened interactions are thus short-ranged. Therefore, the electrostatic interactions between these screened charges can now be calculated by direct summation in real space.

The total contribution of the screened Coulombic interactions, $\phi$, to the interaction energy is then given by

$$\phi_2 = \frac{1}{2} \left(\frac{1}{4\pi \varepsilon_0}\right) \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{q_i q_j}{\left| r_{ij} + nL \right|} \times \text{erfc}\left(\alpha \left| r_{ij} + nL \right| \right)$$ \hspace{1cm} (4.6)$$

where $\text{erfc}$ is the complementary error function

$$\text{erfc}(x) = 1 - \frac{2}{\sqrt{\pi}} \int_{x}^{\infty} \exp(-t^2) \, dt$$ \hspace{1cm} (4.7)$$

The rate of convergence of Equation 4.6 is dependent on the width of the cancelling Gaussian distribution, defined by $\alpha$; the wider the Gaussians, the faster the series converges, as Equation 4.7 tends to zero with increasing $x$. 
The contributions of the charge distributions to the electrostatic potential, $\phi_1$, are calculated by summing their Fourier transforms in reciprocal space, further detail is given in Kittel (1963) [105]:

$$\phi_1 = \frac{1}{2} \sum_{k \neq 0} \sum_{j=1}^{N} \frac{1}{\pi \lambda^2} \sum_{i=1}^{N} \frac{q_i q_j}{4\pi \varepsilon_0} \frac{4\pi^2}{k^2} \exp\left(-\frac{k^2}{4\alpha^2}\right) \cos(Kx_i)$$

(4.8)

where the vectors $K$ are reciprocal vectors and given by $K = 2\pi n / \lambda$. This expression ignores the term when $k = 0$, which can be neglected provided the net charge on the unit cell is zero. Although this reciprocal sum converges much more rapidly than the original point charge sum, the number of terms that need to be included increases with the width of the Gaussians. The $\phi_1$ summation includes the interaction between the continuous Gaussian charge cloud of charge $q_i$ with itself. The self-interacting component, $\phi_3$, must be subtracted. The self-interaction term is defined as:

$$\phi_3 = -\frac{\alpha}{\sqrt{\pi}} \sum_{k=1}^{N} \frac{q_i^2}{4\varepsilon_0}$$

(4.9)

Three parts of the electrostatic interaction can then be summed to give the overall Coulombic interaction using Equation 3.4.

**Parry Summation**

The Parry summation [105], which is a modification of the Ewald method was used in this study, in the simulations of surfaces, which are two dimensional periodic systems. In this method, the crystal is assumed to consist of a series of charged planes of infinite size rather than an infinite lattice. When summing the electrostatic interactions the vectors are now divided into in-plane vectors and vectors perpendicular to the plane. Hence the reciprocal space term needs to be modified to account for the fact that the
overall charge of a plane of atoms can be different from zero. The detailed derivation of the reciprocal space term can be found in reference [106].

4.1.3. Short Range Interactions

The short range interactions consist of different contributions. At small distances electron charge clouds will start to interact strongly and therefore will repel each other. Also, at these distances, the dipole-dipole interactions, due to fluctuating dipoles on each ion, will result in attractive van der Waals forces. In addition, when considering covalent systems, the short-range interactions between three or more ions can also be included in the model to represent directionality in the bonding. In this work, the short-range attractive and repulsive interactions are described by simple parameterised potential functions. The potential parameters can be derived empirically by fitting to experimental data, such as crystallographic positions, elastic or dielectric properties, and infrared frequencies, or, by fitting to more accurate simulations such as electronic calculations.

**Lennard-Jones Potential**

The Leonard-Jones potential is often used to describe the intermolecular interactions and takes the form:

\[
U(r_{ij}) = \frac{A_{ij}}{r_{ij}^n} - \frac{B_{ij}}{r_{ij}^m}
\]

where the most common values for n and m are 12 and 6, respectively. The first term represents the repulsion between electronic clouds, which dominates at very short distances. The second term is the attractive part of the potential and models the van der Waals dispersion forces, which dominate at larger distances.
To facilitate the parameters \(( n \text{ and } m )\) fitting process, the Lennard-Jones potential can also be written as:

\[
U(r_{ij}) = \frac{E_0}{(n-m)} \left[ m \left( \frac{r_0}{r_{ij}} \right)^n - n \left( \frac{r_0}{r_{ij}} \right)^m \right]
\]

(4.11)

**Buckingham Potential**

In the Buckingham potential, the repulsive term is replaced by an exponential term and potential takes the form

\[
U(r_{ij}) = A_{ij} \times \exp\left( \frac{-r_{ij}}{\rho_{ij}} \right) - \frac{C_{ij}}{r_{ij}^6}
\]

(4.12)

Where \(A_{ij}\) and \(\rho_{ij}\) are parameters that represent the ion size and hardness, respectively. The first term is known as the Born-Mayer potential and the attraction term was later added to form the Buckingham potential. Very often, for the cation-anion interactions, the attractive term is ignored due to the very small contribution of this term to the short-range potential, or, alternatively, the interaction is subsumed into the \(A\) and \(\rho\) parameters.

**Morse Potential**

The Morse potential is used to model the interactions between covalently bonded atoms and has the form

\[
U(r_{ij}) = A_{ij} \times \left( 1 - \exp\left( -B_{ij} \times (r_{ij} - r_0) \right) \right)^2 - A_{ij}
\]

(4.13)

where \(A_{ij}\) is the bond dissociation energy, \(r_0\) is the equilibrium bond distance, and \(B_{ij}\) is a function of the slope of the potential energy well. The Coulombic interactions
between covalently bonded atoms are often partially or totally ignored as the Morse potential already contains the attractive component of the interaction between neighbours.

**Three-Body Potential**

A further component of the interactions of covalent species is the bond-bending term, which is added to take into account the energy penalty for deviations from the equilibrium value. Hence, this potential describes the directionality of the bonds and has a simple harmonic form:

\[
U(\theta_{ijk}) = \frac{1}{2} k_{ijk} (\theta_{ijk} - \theta_0)^2
\]  
(4.14)

where \( k_{ijk} \) is the three-body force constant and \( \theta_0 \) is equilibrium angle

**Shell Model Potential**

The shell model is different from previous models; it includes the electronic polarisation of the atoms. The shell model was developed by Dick and Overhauser in 1958 [107]. In this model the ion is described by a core and a shell. The core, which contains all the mass of the ion, is attached to the shell by harmonic spring. The shell has no mass and models the electronic charge cloud. The core has all the ion’s mass and determines the position of the ion. The total charge of the ion is shared between the core and the shell. The core has the positive charge and the shell a negative charge; however there exist potentials for highly oxidised cations that have positive charges on the shell. Figure 3.3 shows a schematic representation of the shell model.
Figure 21: Schematic representation of the shell model.

The ion electronic polarisability, $\alpha$, is related to the shell charge, $Y$, and the spring constant, $k$, by

$$\alpha = \frac{Y^2}{k} \quad (4.15)$$

The parameters $Y$ and $k$ are obtained by empirical fitting to dielectric constants, elastic constants or phonon dispersion curves. The disadvantage of shell model is that the number of species in the computer simulation is doubled; hence the calculations become computationally expensive. The remainder of the chapter tackle the methods of deriving the potentials and the potentials used in this work.

4.2. Derivation of Interatomic Potentials

There are two approaches of deriving force fields. The first approach is to adjust the parameters to fit experimental data. This approach depends on the availability of a range of experimental data. The second approach of fitting the potentials parameters is by adjusting the parameters to reproduce ab-initio electronic structure data; this is done by adjusting the energy with respect to atomic position. Nowadays with the advancement of computer technologies [108] and the development of good ab-initio softwares, such
as VASP code [98] and CASTEP code [109], this approach is being used more often. In the past the first approach was favoured, because the electronic structure calculations were time consuming and because of lack of powerful computers then, hence computationally expensive.

Nevertheless, both approaches use the same principle, which is to derive a model that can accurately reproduce the available data. Data can be elastic constants, bulk moduli, dielectric constants or phonon frequencies. In performing a fit, it is important to define a quantity that measures the quality of results known as the sum of squares $F$:

$$ F = \sum_{i=1}^{N_{\text{obs}}} w(f_{i}^{\text{obs}} - f_{i}^{\text{calc}})^2 $$

(4.16)

where $N_{\text{obs}}$ is the number of observables, $f_{i}^{\text{obs}}$ and $f_{i}^{\text{calc}}$ are the fitted and calculated values of the observable, respectively, and $w_i$ is the weighting factor for the observable. There are several criteria of knowing how to choose an appropriate and sensible weighting factor. Firstly, the weighting factor should be inversely proportional to the uncertainty in the measured value, when fitting for experimental data. Secondly, to ensure that all the values are fitted on an equal footing, regardless of units, the weighting factor should be inversely proportional to the magnitude of the observable squared. The process of fitting involves minimising the value of $F$, through the variation of potential parameters. To do this, we use the default approach which is similar to that used in optimisation. A commonly used approach is a Newton-Raphson minimisation via the simulation package GULP (General Utility Lattice Package) [110].
4.3. The Atomistic Potentials Used In This Work

As with any atomistic simulation, the accuracy and reliability of the results depend, ultimately, on the quality of the interionic potentials [111]. In this section, a simple two-body potential function based on the Born model of ionic solids was used. As with most of MD simulations, the shell model (used to approximate electronic polarization effects) was not incorporated because of the significant increase in computational time that would ensue; as such all particles were assumed to be rigid ions. We report on the derivation of interatomic potentials which were finally tested by comparison of structural results with experimental values. Furthermore, molecular dynamics (MD) calculations, based on such potentials, using the DL_POLY code, were carried out in particular to assess their reliability at high temperatures. The corresponding structural properties of our calculated parameters are in agreement with the experimental and other calculated results. The experimental structural parameters were used as inputs for derivation of the potential model. Elastic properties were calculated by first principle methods (shown in Table 8 and 9), in the current study, to assist in the fitting since no experimental results are available.

Table 8: Calculated elastic constants of Li$_2$S.

<table>
<thead>
<tr>
<th>Elastic Constants (GPa)</th>
<th>$C_{11}$</th>
<th>$C_{12}$</th>
<th>$C_{44}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>82.14</td>
<td>18.43</td>
<td>34.19</td>
</tr>
</tbody>
</table>
Table 9: Calculated elastic constants of Li$_2$Se.

<table>
<thead>
<tr>
<th>Elastic Constants (GPa)</th>
<th>$C_{11}$</th>
<th>$C_{12}$</th>
<th>$C_{44}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>66.78</td>
<td>17.70</td>
<td>29.91</td>
</tr>
</tbody>
</table>

Buckingham potential modelling the interaction between Li-Li, S-S and Li-S ions and between Li-Li, Se-Se and Li-Se ions. Such derived interatomic potentials of Li$_2$S and Li$_2$Se are given in Table 10 and Table 11 respectively, and these are, thus far, the best potentials after a considerable developmental effort.

Table 10: Interatomic potential parameters for the Li$_2$S as derived in the present study.

<table>
<thead>
<tr>
<th>Species</th>
<th>Charge ($e$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithium (Li)</td>
<td>0.50</td>
</tr>
<tr>
<td>Sulphur (S)</td>
<td>-1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Buckingham Potentials</th>
<th>$A$ (eV)</th>
<th>$\rho$ (Å)</th>
<th>$C$ (eV/Å$^6$)</th>
<th>Cut-off (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li core – Li core</td>
<td>1200.2</td>
<td>0.2000000</td>
<td>0.000</td>
<td>20</td>
</tr>
<tr>
<td>Li core – S core</td>
<td>20144058.0</td>
<td>0.201820</td>
<td>3.000</td>
<td>10</td>
</tr>
<tr>
<td>S core – S core</td>
<td>1549955.3</td>
<td>0.132724</td>
<td>32.000</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Three-body</th>
<th>$K_b$ (eV/Å$^2$)</th>
<th>$\theta_b$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li core S core S core</td>
<td>3.5412</td>
<td>109.503000</td>
</tr>
<tr>
<td>S core Li core Li core</td>
<td>0.69400</td>
<td>199.730369</td>
</tr>
</tbody>
</table>
Table 11: Interatomic potential parameters for the Li$_2$Se as derived in the present study.

<table>
<thead>
<tr>
<th>Species</th>
<th>Charge ($e$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithium (Li)</td>
<td>0.50</td>
</tr>
<tr>
<td>Sulphur (Se)</td>
<td>-1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Buckingham Potentials</th>
<th>$A$ (eV)</th>
<th>$\rho$ (Å)</th>
<th>$C$ (eV/Å$^6$)</th>
<th>Cut-off (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li core – Li core</td>
<td>1200.00</td>
<td>0.2000</td>
<td>20.000</td>
<td>20</td>
</tr>
<tr>
<td>Li core – Se core</td>
<td>917183.00</td>
<td>0.147428</td>
<td>30.000</td>
<td>10</td>
</tr>
<tr>
<td>Se core – Se core</td>
<td>100201.00</td>
<td>0.284920</td>
<td>22.000</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Three-body</th>
<th>$K_b$ (eV/rad$^2$)</th>
<th>$\theta_b^0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li core Se core Se core</td>
<td>3.5412</td>
<td>250.503000</td>
</tr>
<tr>
<td>Se core Li core Li core</td>
<td>0.69400</td>
<td>99.730369</td>
</tr>
</tbody>
</table>
4.4. Validation of the Atomistic Potentials Model

4.4.1. Structural and Elastic Properties

In this section we consider the validation of our derived interatomic potential models for Li$_2$S and Li$_2$Se. The bulk Li$_2$S and Li$_2$Se are both cubic and have a space group of $Fm\bar{3}m$ (225) with the lattice parameter $a = 5.72$ and $a = 6.00$ respectively. In a unit cell, Li atoms occupy $1/8^{th}$ of the available octahedral and half (1/2) of the tetrahedral sites. One out of every nine cobalt atoms one is in an octahedral position, with the rest occupying pseudo-tetrahedral site. Figure 22 shows the cubic unit cell of bulk Li$_2$S.

![Cubic unit cell of bulk Li$_2$S.](image)

The potential models are developed to simplify the complexity of the quantum mechanical computations. For example, even a semi-qualitative force field or potential model can be used to identify the most probable surfaces, and hence reduce the number of surfaces that need to be examined using quantum mechanical methods. The elastic constants, calculated by quantum mechanics, were used as input data for the
development of potentials models. The accuracy of the derived interatomic potentials was first checked by comparing the known experimental and calculated data. To validate our potential models we start by showing the properties that were obtained from our derived potentials i.e., lattice parameters, interatomic distances, and elastic properties.

Table 12 shows the calculated lattice parameters obtained from different methods. The lattice parameters obtained using energy minimisation codes GULP and METADISE are smaller than those from the literature, but still within the acceptable range of 2%.

Table 12: Comparison of the lattice parameter of Li₂S, obtained from the derived interatomic potentials, with the other calculated and experimental values.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter $a$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potential Model (This Work)</td>
<td>5.68</td>
</tr>
<tr>
<td>VASP (GGA-PBE)$^a$</td>
<td>5.677</td>
</tr>
<tr>
<td>Experimental $^a$</td>
<td>5.67</td>
</tr>
<tr>
<td>Theoretical $^b$</td>
<td>5.645</td>
</tr>
</tbody>
</table>

[112]$^a$ [113]

Table 13 shows a comparison of the elastic properties of Li₂S we calculated using DFT methods (VASP code) and those calculated from our derived interatomic potentials employing the GULP and METADISE codes; experimental elastic constants are available for Li₂S. The elastic constants from the interatomic potentials are in good agreement with those from DFT calculations, together with the various moduli of elasticity, i.e. the bulk, shear, elasticity moduli and Poisson’s ratio. In addition, the Li₂S
phase has elastic constants that satisfy the generalized elastic stability criteria for cubic crystals [108] [109]:

\[ C_{44} > 0, \ C_{11} > |C_{12}| \quad \text{and} \quad C_{11} + 2C_{12} > 0 \]  

(3.23)

**Table 13: Calculated elastic constants and moduli of the Li₂S phase.**

<table>
<thead>
<tr>
<th>Elastic Properties</th>
<th>Observable (GGA) [112]</th>
<th>GULP (Fitted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C₁₁</td>
<td>113.6</td>
<td>108.39</td>
</tr>
<tr>
<td>C₁₂</td>
<td>17.8</td>
<td>20.88</td>
</tr>
<tr>
<td>C₄₄</td>
<td>26.6</td>
<td>28.52</td>
</tr>
<tr>
<td>Bulk Modulus, B (GPa)</td>
<td>49.73</td>
<td>50.05</td>
</tr>
<tr>
<td>Shear Modulus, G (GPa)</td>
<td>35.12</td>
<td>37.56</td>
</tr>
<tr>
<td>Elastic Modulus, E (GPa)</td>
<td>85.28</td>
<td>87.13</td>
</tr>
</tbody>
</table>

The bulk modulus \( B \), shear modulus \( G \) and elastic modulus \( E \) of the cubic Li₂S phase were deduced according to the following formulae.

\[ B = \frac{1}{3} (C_{11} + 2C_{12}) \]  

(3.24)

\[ G = \frac{1}{5} (C_{11} - C_{12} + 3C_{44}) \]  

(3.25)

\[ E = \frac{(C_{11} - C_{12} + 3C_{44})(C_{11} + 2C_{12})}{2C_{11} + 3C_{12} + C_{44}} \]  

(3.26)

Poisson ratio \( \nu \) is obtained from:

\[ \nu = \frac{3B - E}{6B} \]  

(3.27)
Table 14 shows the calculated lattice parameters obtained from different methods. The lattice parameters obtained using energy minimisation codes GULP and METADISE are smaller than those from the literature, but still within the acceptable range of 2%.

Table 14: Comparison of the lattice parameter of Li$_2$Se, obtained from the derived interatomic potentials, with the other calculated and experimental values.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter $a$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potential Model (This Work)</td>
<td>5.931</td>
</tr>
<tr>
<td>ABINIT $^a$</td>
<td>5.93</td>
</tr>
<tr>
<td>VASP (LDA) $^b$</td>
<td>5.966</td>
</tr>
</tbody>
</table>

$[114]^a$ $[115]^b$

Table 15 shows a comparison of the elastic properties of Li$_2$S we calculated using DFT methods (VASP code) and those calculated from our derived interatomic potentials employing the GULP and METADISE codes; experimental elastic constants are available for Li$_2$S. The elastic constants from the interatomic potentials are in good agreement with those from DFT calculations, together with the various moduli of elasticity, i.e. the bulk, shear, elasticity moduli and Poisson’s ratio. In addition, the Li$_2$S phase has elastic constants that satisfy the generalized elastic stability criteria for cubic crystals $[108] [109]$: 

$$
\begin{align*}
(C_{11} - C_{12}) > 0, \\
C_{11} + 2C_{12} > 0, \\
C_{44} > 0
\end{align*}
$$

(3.23)
4.4.2. Phonon Dispersions and Density of States of Li$_2$S and Li$_2$Se.

Phonons play a major role in many of the physical properties of solids, including a material's thermal and electrical conductivities. They are a quantum mechanical description of a special type of vibrational motion, in which a lattice uniformly oscillates at the same frequency. In classical mechanics this is known as normal mode [114]. Phonon calculations are exact at the zone centre for a single unit cell and for a supercell composed of more unit cells at the wave vectors commensurate with the supercell. In practice, a phonon calculation is converged if the force constants between an atom at the centre of the supercell and those at the cell boundaries are effectively zero.

The phonon calculations of Li$_2$S and Li$_2$Se cubic phases were executed using the VASP code. This density functional calculation uses the Perdew-Burke-Emzerhot (PBE) Generalized Gradient Approximation (GGA) for the exchange correlation functional. All atoms were described with pseudopotentials taken from the VASP library and developed on plane waves basis sets using the Projector Augmented Wave (PAW) method.

<table>
<thead>
<tr>
<th>Elastic Properties</th>
<th>Observable (VASP)</th>
<th>GULP (Fitted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{11}$</td>
<td>66.78</td>
<td>69.36</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>17.70</td>
<td>16.62</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>29.91</td>
<td>24.12</td>
</tr>
<tr>
<td>Bulk Modulus, $B$ (GPa)</td>
<td>34.06</td>
<td>33.90</td>
</tr>
</tbody>
</table>
Figure 23: Phonon DOS and dispersion curve of Li$_2$Se phase.

Figure 24: Phonon DOS and dispersion curve of Li$_2$S phase.
Figures 23 and 24 above shows the phonon dispersion curve and the total density of states (DOS) of the Li$_2$S and Li$_2$Se phases which allude to the stability of the system. This is deduced from all phonon branches lying above 0 THz, implying that there are no soft modes encountered along high symmetry directions. This is an indication that the Li$_2$S and Li$_2$Se phases are stable. Which is an important factor for the next generations of rechargeable lithium batteries for the discharge products formed to be stable. Both Li$_2$S and Li$_2$Se are the discharge products formed in Li/S and Li/Se batteries which are considered for future energy storage.
Figure 25: A comparison of the total phonon densities of states (DOS) of Li$_2$S calculated using a) first principle method with the VASP code and b) our derived interatomic potentials using the GULP program.
Figure 26: A comparison of the total phonon densities of states (DOS) of Li$_2$Se calculated using a) first principle method with the VASP code and b) our derived interatomic potentials using the GULP program.
The total phonon density of states of Li$_2$S and Li$_2$Se, calculated quantum mechanically by the VASP code, is given in Figure 25 and 26 and is compared with that determined by the GULP code using our derived interatomic potentials. Although not all finer details are reproduced, some features such as distinct peaks of the densities of states from the two methods, marked A to H can be correlated in both Li$_2$S and Li$_2$Se. Some differences are noted especially with intensities of DOS peaks. Larger K point grids in GULP calculations could not improve the correspondence of the DOS from the two codes. Hence the differences can be ascribed to the simulation of our potential model. The difference in the frequency regimes of the comparison could be due to A-parameter of the derived interatomic potentials but the future work will be on modifying this parameters.

### 4.4.3. X-Ray Diffraction Pattern

The consistency of our potential model was also demonstrated by the X-ray Diffraction (XRD) patterns compared with the experimental findings [21] [116]. Figure 27 shows XRD patterns of both Li$_2$S and Li$_2$Se for this work and X-Ray Diffraction patterns from the literature.
In summary, our new derived interatomic potential model is able to simulate and reproduce the structure and elastic properties of Li$_2$S and Li$_2$Se phases, to within smaller percentage of other calculated and the available experimental results. The potentials are good, as the calculation of DOS is a stringent test. Its strength has been mainly demonstrated by its good performance on structural and mechanical properties, and as will be shown in the next section using Molecular Dynamics code, i.e. DL_POLY, its
accurate reproduction of high temperature bulk properties effects. This far exceeds what is normally required of models in literature. However the reason to why certain experimental details are not well reproduced by the current computational approach could be that the potential models need further refining as this it’s the first study of this kind on this materials.

4.5. Atomistic Potentials Different Sets for Li$_2$S and Li$_2$Se

In this section we present further results on potentials models derivation and validation. This very much required as it will reveal clear reason to why the set of potential models selected in above section. It will furthermore assist to show how the value A – parameter have an impact on the final calculations of the molecular dynamics which are in the next sections. Further sets of potential models for Li$_2$S (MC2 and MC3) were derived and validated together Li$_2$Se sets (MC*2 and MC*3).

4.5.1. Atomistic Potentials Different Set for Li$_2$S


Table 16: Comparison of the lattice parameter of Li$_2$S, obtained from the derived interatomic potentials, with the other calculated and experimental values (MC2).

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter $a$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potential Model (This Work)</td>
<td>5.72</td>
</tr>
<tr>
<td>VASP (GGA-PBE)$^a$</td>
<td>5.71</td>
</tr>
<tr>
<td>Experimental $^a$</td>
<td>5.708</td>
</tr>
<tr>
<td>Theoretical $^b$</td>
<td>5.715</td>
</tr>
</tbody>
</table>
Table 17: Calculated elastic constants and moduli of the Li$_2$S phase (MC2).

<table>
<thead>
<tr>
<th>Elastic Properties</th>
<th>Observable (GGA) [117]</th>
<th>GULP (Fitted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{11}$</td>
<td>83.90</td>
<td>84.50</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>18.10</td>
<td>8.73</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>34.20</td>
<td>30.47</td>
</tr>
<tr>
<td>Bulk Modulus, $B$</td>
<td>40.08</td>
<td>35.00</td>
</tr>
</tbody>
</table>

[117]$^a$ [113]$^b$

Table 18: Set 2 (MC2) Interatomic potential parameters for the Li$_2$S as derived in the present study.

<table>
<thead>
<tr>
<th>Species</th>
<th>Charge ($e$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithium (Li)</td>
<td>0.50</td>
</tr>
<tr>
<td>Sulphur (S)</td>
<td>-1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Buckingham Potentials</th>
<th>$A$ (eV)</th>
<th>$\rho$ ($\text{Å}$)</th>
<th>$C$ (eV/Å$^6$)</th>
<th>Cut-off ($\text{Å}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li core – Li core</td>
<td>1200.2</td>
<td>0.2000000</td>
<td>0.000</td>
<td>20</td>
</tr>
<tr>
<td>Li core – S core</td>
<td>1549955.3</td>
<td>0.132724</td>
<td>3.000</td>
<td>10</td>
</tr>
<tr>
<td>S core – S core</td>
<td>26025.137</td>
<td>0.316293</td>
<td>32.000</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Three-body</th>
<th>$K_b$ (eV/Å$^2$)</th>
<th>$\theta_0^0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li core S core S core</td>
<td>3.5412</td>
<td>109.503000</td>
</tr>
<tr>
<td>S core Li core Li core</td>
<td>0.69400</td>
<td>199.730369</td>
</tr>
</tbody>
</table>
Table 19: Comparison of the lattice parameter of Li$_2$S, obtained from the derived interatomic potentials, with the other calculated and experimental values (MC3).

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter $a$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potential Model (This Work)</td>
<td>5.708</td>
</tr>
<tr>
<td>VASP (GGA-PBE)$^a$</td>
<td>5.71</td>
</tr>
<tr>
<td>Experimental $^a$</td>
<td>5.708</td>
</tr>
<tr>
<td>Theoretical $^b$</td>
<td>5.715</td>
</tr>
</tbody>
</table>

$[117]^a [113]^b$

Table 20: Calculated elastic constants and moduli of the Li$_2$S phase (MC3).

<table>
<thead>
<tr>
<th>Elastic Properties</th>
<th>Observable (GGA) $[117]$</th>
<th>GULP(Fitted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{11}$</td>
<td>83.90</td>
<td>84.20</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>18.10</td>
<td>2.10</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>34.20</td>
<td>30.43</td>
</tr>
<tr>
<td>Bulk Modulus, $B$ (GPa)</td>
<td>40.08</td>
<td>33.00</td>
</tr>
</tbody>
</table>
Table 21: Set 3 (MC3) Interatomic potential parameters for the Li$_2$S as derived in the present study.

<table>
<thead>
<tr>
<th>Species</th>
<th>Charge (e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithium (Li)</td>
<td>0.50</td>
</tr>
<tr>
<td>Sulphur (S)</td>
<td>-1.00</td>
</tr>
</tbody>
</table>

Buckingham Potentials

<table>
<thead>
<tr>
<th>Species</th>
<th>A (eV)</th>
<th>(\rho) (Å)</th>
<th>C (eV/Å$^6$)</th>
<th>Cut-off (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li core – Li core</td>
<td>1200.2</td>
<td>0.2000000</td>
<td>0.000</td>
<td>20</td>
</tr>
<tr>
<td>Li core – S core</td>
<td>154995.3</td>
<td>0.132724</td>
<td>3.000</td>
<td>10</td>
</tr>
<tr>
<td>S core – S core</td>
<td>21141.0</td>
<td>0.30857</td>
<td>32.000</td>
<td>10</td>
</tr>
</tbody>
</table>

Three-body

<table>
<thead>
<tr>
<th>Species</th>
<th>(K_b) (eV/rad$^2$)</th>
<th>(\theta_0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li core S core S core</td>
<td>3.5412</td>
<td>109.503000</td>
</tr>
<tr>
<td>S core Li core Li core</td>
<td>0.69400</td>
<td>199.730369</td>
</tr>
</tbody>
</table>

4.5.2. Atomistic Potentials Different Set for Li$_2$Se


Table 22: Comparison of the lattice parameter of Li$_2$Se, obtained from the derived interatomic potentials, with the other calculated and experimental values (MC*2).

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter (a) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potential Model (This Work)</td>
<td>5.98</td>
</tr>
<tr>
<td>ABINIT $^a$</td>
<td>5.93</td>
</tr>
<tr>
<td>VASP (LDA) $^b$</td>
<td>5.966</td>
</tr>
</tbody>
</table>

$^{[114]}$ $^{[115]}$
Table 23: Calculated elastic constants and moduli of the Li\textsubscript{2}Se phase (MC*2).

<table>
<thead>
<tr>
<th>Elastic Properties</th>
<th>Observable (VASP)</th>
<th>GULP (Fitted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{11}$</td>
<td>61.42</td>
<td>56.00</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>25.36</td>
<td>26.34</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>22.38</td>
<td>23.45</td>
</tr>
<tr>
<td>Bulk Modulus, $B$ (GPa)</td>
<td>37.38</td>
<td>36.22</td>
</tr>
</tbody>
</table>

Table 24: Set 2 (MC*2) Interatomic potential parameters for the Li\textsubscript{2}Se as derived in the present study.

<table>
<thead>
<tr>
<th>Species</th>
<th>Charge ($e$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithium (Li)</td>
<td>0.50</td>
</tr>
<tr>
<td>Selenium (Se)</td>
<td>-1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Buckingham Potentials</th>
<th>$A$ (eV)</th>
<th>$\rho$ (Å)</th>
<th>$C$ (eV/Å\textsuperscript{6})</th>
<th>Cut-off(Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li core – Li core</td>
<td>1200.00</td>
<td>0.2000</td>
<td>20.000</td>
<td>20</td>
</tr>
<tr>
<td>Li core – Se core</td>
<td>91718320.00</td>
<td>0.116224</td>
<td>30.000</td>
<td>10</td>
</tr>
<tr>
<td>Se core – Se core</td>
<td>21141.0</td>
<td>0.324604</td>
<td>22.000</td>
<td>10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Three-body</th>
<th>$K_b$ (eV/rad\textsuperscript{2})</th>
<th>$\theta_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li core Se core Se core</td>
<td>3.5412</td>
<td>250.503000</td>
</tr>
<tr>
<td>Se core Li core Li core</td>
<td>0.69400</td>
<td>99.730369</td>
</tr>
</tbody>
</table>
Table 25: Comparison of the lattice parameter of Li$_2$Se, obtained from the derived interatomic potentials, with the other calculated and experimental values (MC*3).

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter $a$ ($\text{Å}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potential Model (This Work)</td>
<td>6.02</td>
</tr>
<tr>
<td>GGA (This Work)</td>
<td>6.01</td>
</tr>
<tr>
<td>ABINIT $^a$</td>
<td>5.93</td>
</tr>
<tr>
<td>VASP (LDA) $^b$</td>
<td>5.966</td>
</tr>
</tbody>
</table>

$^a$[114] $^b$[115]

Table 26: Calculated elastic constants and moduli of the Li$_2$Se phase (MC*3).

<table>
<thead>
<tr>
<th>Elastic Properties</th>
<th>Observable (VASP)</th>
<th>GULP (Fitted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{11}$</td>
<td>61.42</td>
<td>52.00</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>25.36</td>
<td>23.00</td>
</tr>
<tr>
<td>$C_{44}$</td>
<td>22.38</td>
<td>21.99</td>
</tr>
<tr>
<td>Bulk Modulus, $B$ (GPa)</td>
<td>37.38</td>
<td>33.22</td>
</tr>
</tbody>
</table>

Table 27: Set 3 (MC*3) Interatomic potential parameters for the Li$_2$Se as derived in the present study.
<table>
<thead>
<tr>
<th>Species</th>
<th>Charge (e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lithium (Li)</td>
<td>0.50</td>
</tr>
<tr>
<td>Sulphur (Se)</td>
<td>-1.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Buckingham Potentials</th>
<th>A (eV)</th>
<th>( \rho (\text{Å}) )</th>
<th>C( eV/Å(^6))</th>
<th>Cut-off (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li core – Li core</td>
<td>1200.00</td>
<td>0.2000</td>
<td>20.000</td>
<td></td>
</tr>
<tr>
<td>Li core – Se core</td>
<td>917183.00</td>
<td>0.150134</td>
<td>30.000</td>
<td></td>
</tr>
<tr>
<td>Se core – Se core</td>
<td>174201.00</td>
<td>0.276356</td>
<td>22.000</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Three-body</th>
<th>( K_b (\text{eV/Å}^2) )</th>
<th>( \theta_0 (\text{Å}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li core Se core Se core</td>
<td>3.5412</td>
<td>250.503000</td>
</tr>
<tr>
<td>Se core Li core Li core</td>
<td>0.69400</td>
<td>99.730369</td>
</tr>
</tbody>
</table>

### 4.6. MD Study of Li₂S and Li₂Se

Molecular dynamics (MD) is a key theoretical tool in understanding microstructural, dynamic and thermal effects in various systems at the atomistic level. Modern simulations with millions of atoms can investigate collective phenomena, such as melting and phase transitions. The key factors in atomistic molecular dynamics are the interatomic potentials, which determine the forces on the atom [118]. Atomistic MD calculations form an effective simulation method for investigating systems consisting of a large number of atoms and it provides dynamical information on atomic positions and velocities at the various simulation time steps [119]. In addition, molecular dynamics (MD) method is a powerful and effective tool to study the physical characteristics of micro/nanostructure [120]. Hence we will use MD to study the nanostructures later in the thesis. In this chapter we use the derived interatomic
potentials of Li$_2$S and Li$_2$Se, to study the temperature effects on bulk structures using molecular dynamics technique. The bulk properties such as lattice parameter, interatomic distances, and elastic constants are calculated using energy minimisation technique. The following properties; radial distribution functions (RDFs), diffusion coefficients and mean squared displacements (MSD); will depict changes induced by temperature.

Figure 28: The 5x5x5 supercell of Li$_2$S bulk structure used in the MD calculations.

Figure 29: The 5x5x5 supercell of Li$_2$Se bulk structure used in the MD calculations.
One of the mechanisms of checking the melting temperature of bulk structures is the variation energy with respect to temperature using molecular dynamics method. Figures 30 and 31 shows the graphs of total energy against the temperature and the energy change between 300 K and 1100 K is near linear; however, after 1100 K there is a slight deviation from linearity. This could be attributed to the phase change of Li$_2$S and Li$_2$Se. We notice a further very significant change in energy at 1300 K. This indicates that there is a phase transition from solid phase to a liquid phase from 1300 K.

![Graph of total energy variation with temperature for Li$_2$S bulk structure.](image)

Figure 30: The total energy variation with temperature for Li$_2$S bulk structure.
Figure 31: The total energy variation with temperature for Li$_2$Se bulk structure.

Figure 30 and 31 shows the graphs of total energy against the temperature at different temperatures, from 1000 K to 1300 K with the increment of 200 K. From the radial distribution function plots we observe that at lower temperatures of 1000 K there are several sharp peaks, implying a well-defined structure. However, as we increase the temperature the peaks become broader and their number decreases, showing that the structure is experiencing the phase transition from a solid phase to a liquid phase especially
Figure 32: Radial distribution functions of the Li$_2$S bulk structure at different temperatures.

In order to demonstrate the phase changes of the Li$_2$S structure, we show all the RDFs and snapshots of the bulk structures at different temperatures in figure 32. Similar study was performed by Mjwara et.al (1991) [121] utilizing brillouin scattering to investigate the high temperature diffuse phase transition, which is basically what we aim for using molecular dynamics with derived interatomic potentials.

The RDFs indicate that as the temperature increases, the peaks become broader and the number of peaks decreased. Furthermore, the total RDFs show that between 300 and 900 K, the second and third peaks are well-defined. However, at 1300 K the peaks collapses. This is the temperature range where Li$_2$S undergoes phase change from normal to high form. Indeed our simulations (Figure 32) confirm the molten phase at
1300 K, since the height of the coalesced peak is reduced, which is further in agreement with the total energy versus temperature (Figure 31) anomalous enhancement above 1200 K. At a higher temperature of 1500 K the height of the coalesced peak is further reduced showing a completely molten structure.

In addition, from the pictures we observe that there is a phase transition from a lower temperature to a higher temperature. At 300 K the structure is still intact and crystalline. However, as we increase the temperature in steps of 100K up to 1500 K, we observe that the structure loses its crystallinity, from 1300 K, as the regular arrangement of atoms disappears. At 1300 K the arrangement of atoms has completely disappeared. This is in further support of the high temperature proposition put forward by the results of the radial distribution functions and the total energy.

Similar has been observed on the figure 33 below on the study of Li$_2$Se, there is no much study done on this materials though. However we have noticed that the RDFs indicate that as the temperature increases, the peaks become broader and the number of peaks decreased. Furthermore, the total RDFs show that between 300 and 900 K, the second and third peaks are well-defined. However, at 1300 K the peaks collapses. This is the temperature range where Li$_2$Se undergoes phase change from normal to high form. Indeed our simulations (Figure 33) confirm the molten phase at 1300 K, since the height of the coalesced peak is reduced, which is further in agreement with the total energy versus temperature (Figure 31) anomalous enhancement above 1200 K. At a higher temperature of 1500 K the height of the coalesced peak is further reduced showing a completely molten structure.
4.7. MD Study of Li\textsubscript{2}S and Li\textsubscript{2}Se Using MC and MC* Potential Models.

4.7.1. MD Study of Li\textsubscript{2}S

Atomistic potential models for 2 sets MC2 and MC3 derived in chapter 4 section 4.5 were tested in molecular dynamics. The sets were derived to check the a the huge change of $A$-parameter from all the change rapidly to a big value has any impact on the MD calculations which indeed it was found the change a $A$-parameter has an impact on the calculations hence the structure Li\textsubscript{2}S collapse at low temperature.
Figure 34: Radial distribution functions of the Li$_2$S bulk structure at 300K.

4.7.2. MD Study of Li$_2$Se

Atomistic potential models for 2 sets MC*2 and MC*3 derived in chapter 4 section 4.5 were tested in molecular dynamics. The sets were derived to check the huge change of $A$-parameter from all the change rapidly to a big value has any impact on the MD calculations which indeed it was found the change a $A$-parameter has an impact on the calculations hence the structure Li$_2$Se collapse at low temperature.

Figure 35: Radial distribution functions of the Li$_2$Se bulk structure at 300K.
4.8. Discussions

Currently, most Li$_2$S and Li$_2$Se computational modelling studies are based on first principles density functional theory methods, which whilst more accurate tend to be limited to smaller systems and do not adequately accommodate thermal effects. In order to address such concerns, the first empirical interatomic potentials for the Li$_2$S and Li$_2$Se structures were derived in the present study; a task that poses challenges in the classical simulation methods and is critical to their success [47]. The attention is initially focussed on the binaries, Li$_2$S and Li$_2$Se since they are more amenable to computational methods. Several experimental structural, elastic and lattice dynamics properties, which are key for fitting potentials, were scarce or not available, hence they were calculated, in the present study, by DFT methods. The derived interatomic potentials of Li$_2$S and Li$_2$Se were adequately validated, in the bulk form, as evidenced by their accurate determination of structure, elastic constants and moduli and phonon density of states; which indeed compare well with to those obtained by experiment [122] or DFT methods or DFT methods.

The robustness of the interatomic potentials was further illustrated by their ability to reproduce complex high temperature transitions of the bulk Li$_2$S and Li$_2$Se which were observed experimentally from Brillouin scattering [123] and lattice dynamics [124] methods, and DFT molecular dynamics [125]. The change in total energy with temperature (further explanation and estimates of transition temp) and radial distribution functions, deduced from molecular dynamics studies, clearly depicted the phase change from normal to high form above 1100K. Furthermore, the potentials of the bulk Li$_2$S and Li$_2$Se show melting at 1300K, as demonstrated by calculated rdfs and energy; all consistent with the experimental results. However, the stiffnesses on Li-S
and S-S interactions were noted from calculated rdfs. Successful employment of interatomic potentials in studies of large systems has been clearly demonstrated in metal sulphides such as FeS$_2$, where high temperature properties were also reproduced [49].

In addition, complex nano-architectures including nanospheres, nanoporous, nanorods, were generated from metal sulphide empirical potentials such as ZnS [126], similarly to what was done for TiO$_2$ [48] and MnO$_2$ [50] amongst others. Hence similar phenomena and structures can be generated with interatomic potentials of Li$_2$S and Li$_2$Se.
Chapter 5: Cluster Expansions and Monte-Carlo Simulations for Li-S-Se System

The discovery of new electrode materials is key to realizing safe and efficient electrochemical energy storage systems essential to enabling future green energy technologies. Beyond conventional intercalation chemistry, reaction of lithium with sulphur and oxygen have the potential to provide 2 to 5 times the energy density of current commercial systems [16]. However, both Li/S and Li/O systems suffer from cycling performance issues that impede their commercial applications: Li/O cycling is limited by electrolyte decomposition and large cell polarization; Li/S suffers from the low conductivity of S and the solubility of intermediary polysulfide species during cycling [17].

Here we explore the potential of selenium, a d-electron containing member of group 16 elements of periodic table with high electrical conductivity, as an electrode material for rechargeable batteries. We show that Se and mixed SexSy represent an attractive new class of cathode materials with promising electrochemical performance in reactions with Li ions using cluster expansion and Monte Carlo simulation techniques.

5.1. The Cluster Expansion

Modern DFT methods are able to calculate material properties with reasonable to high precision (depending on the quality of the approximations to the exchange and correlation effects). Standard DFT applications are, however, restricted to unit cells of a few hundreds of atoms. If one wants to model an alloy with varying atomic concentrations and crystal structures a huge number of very large supercells would be
needed, if one tries to solve this problem in a brute force way. Such a procedure is, of course, not feasible. A successful strategy to overcome this limitation is offered by the cluster expansion (CE) [127] in particular when combined with Monte Carlo simulations.

The concept of CE is to describe every configuration dependent property of a system by a linear combination of interacting building blocks or figures. By configuration one understands a distribution of atoms over a given lattice. Then the energy for a given configuration $\sigma$ is written as a sum over pairs, tripletts, quadruplets, and so on, the so-called figures or clusters. It was shown [127] that such an expansion exists if – mathematically–the expansion goes over all configurations (i.e. atomic distributions). For practical reasons the expansion has to be limited to reasonably small clusters, so that the expansion converges numerically. If the input of a convergent cluster expansion is provided by DFT calculations, then the accuracy of DFT calculations can be carried over to systems consisting of 104–106 atoms. Many studies were made for binary bulk systems (e.g. [128] [129] [130]

5.1.1. Basic Principles of the Cluster Expansion

From an optimized cluster expansion, a set of effective cluster interactions can be extracted and used in large-scale Monte Carlo simulations to explore order-disorder phenomena and phase segregation processes as a function of temperature.

On a basic lattice various atoms, for example of type $A$ and $B$, are distributed to define structure $\sigma$, a periodic configuration of $A$ and $B$ atoms. This configuration is described by the pseudo spin operator $\sigma_q = +1$, which has the value +1 if atom $A$ sits on site $q$ or -1 if that atom is $B$. 
The energy \((\sigma)\) associated with structure \(\sigma\) can be described by an expansion of cluster interactions and their respective interaction energies \(J\) by means of equation

\[
E(\bar{\sigma}) = J_0 + J_1 \sum_i \sigma_i + \sum_{i>j} J_{ij} \sigma_i \sigma_j + \sum_{i>j>k} J_{ijk} \sigma_i \sigma_j \sigma_k + \ldots
\]

In this equation \(J_0\), the first term, describes a constant, configuration independent contribution. The second term is concentration dependent and is a sum over all \(N\) sites of structure \(\sigma\) with onsite energy \(J_1\) times the pseudo spin operator \(\sigma\) at each site \(i\). Further terms describe the cluster interactions between multiple sites, for example two-body interactions \(J_{ij}\) or three-body interaction \(J_{ijk}\). They contain spin products \(\sigma_i \sigma_j \ldots\) over all \(f\) vertices of a cluster times its effective cluster interaction energy \(J_{ij}\ldots\) summed up over all the possible ways that the cluster can be placed on the lattice of structure \(\sigma\). In other words, the energy \((\sigma)\) of structure \(\sigma\) is broken down into clusters with their associated effective interaction energies. The core issue of cluster expansion is to identify a universal set of interactions \(J\) best-suited to describe a given model. To accomplish this it is useful to reformulate above equation into the more compact form

\[
E(\bar{\sigma}) = \sum_{\text{clusters}} J_c \Pi_c(\bar{\sigma})
\]
The cluster expansion equation sums up the product of cluster $C$’s interaction energy $J_C$ with its correlation function,

$$\Pi_C(\vec{\sigma}) = N^{-1} \sum_{\vec{k} \in C} \prod_{\nu} \sigma_{\nu}$$

a sum over all the possible ways a cluster $C$ with $f$ vertices can be placed on the $N$ sites of the structure. In the correlation function the spin product $\sigma_1 \ldots \sigma_f$ goes over all $f$ vertices of the cluster. Only symmetry inequivalent clusters are now considered and clusters included in an expansion can be collected by the vector $C = \{C_1, \ldots, C_n\}$.

### 5.1.2. The UNCLE-Code

All the CE calculations of the present work were done by making use of the program package UNiversal CLuster-Expansion (UNCLE) [131] which was developed by the group of S. Muller, now at the Technical Univeristy of Harburg-Hamburg. The code is able to perform a complete CE fit using a genetic algorithm and to predict the ground states of systems containing up to three and more elements. For deriving results for temperatures $T= 0$ Monte Carlo simulations are implemented. By this, configurational entropies are taken into account. The working scheme for a cluster expansion is sketched in figure.
5.1.3. Selecting the Input Structures

A very important task of a convergent CE is to guarantee that the figures and associated effective interaction energies that are chosen are not biased by the training set. To prevent a wrong interpretation of the whole system by choosing the wrong input, UNCLE uses the chosen figure set to fit the energy of other structures. New structures can now be designed and if they lie energetically below the existing ground state line they are recalculated by DFT, providing a new set of input structures. Then, a new set of figures is fitted and the procedure repeated. Such an iterative approach has the advantage that a reliable ground state line can be achieved together with a figure set which yields accurate results.
5.1.4. Genetic Algorithm

A minimization using genetic algorithm was first used for the CE by Hart et al. [132]. In this approach the figure list is represented as a binary string. A figure used is marked by the value 1, otherwise the value is 0. Furthermore, the interaction energies are also represented as a binary string. The combination of both binary strings, including figures used and their interaction energies, is now the genetic ‘DNA’ of a solution, who’s fitness is described by the CVS. A higher CVS compared to other solutions means, that this solution has a lower fitness.

Now, a ‘population’ of \( n_{\text{pop}} \) different solutions is created, in which the fitness of every individual solution is calculated. Of those \( n_{\text{pop}} \) individuals only the fittest \( n_{\text{fit}} \) (\( 0 < n_{\text{fit}} < n_{\text{pop}} \)) individuals are selected to survive to the next iteration process. The other \( n_{\text{pop}} - n_{\text{fit}} \) solutions are replaced by ‘descendants’ of the surviving fittest ‘parent’ solutions. Their ‘DNA’ is created by two different processes as sketched in Fig. 37:

- In crossover, the ‘DNA’ of the ‘offspring’ is created by mixing the ‘DNA’ of two randomly selected ‘parent’ solution. Thereby the ‘DNA’ of one ‘parent’ solution is used up to the crossover point. After that point the ‘DNA’ of the second ‘parent’ is used.
- In mutation, a random binary bit of the ‘DNA’ string is flipped from one state to the other, i.e. \( 1 \Rightarrow 0 \) or \( 0 \Rightarrow 1 \).

Note, that one may replace all surviving ‘parent’ solutions with the ‘children’, as long as only the fittest ‘parent’ solutions are used to create them.
Figure 37: Illustration of the genetic algorithm

In an example of crossover is given. Two ‘parent’ solutions marked red and green are used to create a ‘child’ solution. The sketch in shows mutation. A random bit in the binary string is flipped into the opposite state. Thus, the fitness of the new ‘population’ created by this process can be re-evaluated and the whole procedure is repeated until a solution with a small enough CVS is found.

This procedure will always find a minimum. But it remains unclear, if a local or global minimum has been found. Therefore, it is advisable to do a number of separate CE and take the solution with the lowest CVS as the final solution. UNCLE can be set up to do this automatically by doing a number of runs sequentially and only storing the best solution at the end.

5.1.5. Running the Cluster Expansion

After the genetic algorithm has converged a set of figures is chosen to describe the system best. This set predicted all the DFT derived ground state energies of the starting input set and resulted in the lowest SCV. Structures, which were not members of the input set of the GA run, should now be predicted sufficiently correct. Now, the ECIs –
as derived from the fitting are taken to describe all possible structures of the system on the given parent lattice. If the enthalpy of formation of one of these structures is below the ground state line as defined by the DFT input data– this structure is included in an enlarged input set. As a consequence, its formation enthalpy is calculated by DFT and added it to the list of input structures. With this enlarged input set a new GA is done. This procedure is repeated until no new ground states are predicted by the CE. As a result, the stable structures of the system are obtained and the final ground state line.

![Figure 38: Ground state line of the binary Li-S-Se systems for a bcc-parent lattice.](image)

Red lines are the structure with lowest formation energies defining the ground state line; green squares denote the DFT results taken as input for the CE; green crosses represent the energies predicted by CE.

### 5.1.5.1. Miscible Constituents

If a model has miscible constituents, the structures with energies close to the ground states, that is those structures with the lowest $\Delta H_f$ at a given concentration, are the most
important ones, and the cluster expansion should be most accurate for those. To accomplish this, those structures predicted by the cluster expansion to be more favourable (with a lower $\Delta H_f$) and are not yet part of the training set are added to the training set. This is done iteratively until no new structures are predicted by cluster expansion to be more favourable than those already included in the training set. At this point the cluster expansion has converged and from all structures considered by the cluster expansion the thermodynamically stable ones have been identified.

Figure 39: Binary ground state diagram illustrating miscible constituent

5.1.5.2. Miscibility Gap

If the model is phase separating, no stable ordered structures exist apart from the two pure phases and all structures are of equal importance to the cluster expansion. Therefore, the selection process of structures to be added to the training set has to improve the quality of the cluster expansion for all structures considered, irrespective of their formation energies $\Delta H_f$.  

![Figure 39: Binary ground state diagram illustrating miscible constituent](image)
To determine how good (or bad) the energies of the structures are predicted by the cluster expansion the stochastic nature of the genetic algorithm is used. Multiple cluster expansions are performed using an identical training set. The energy of all considered structures are then predicted by these multiple $J$’s and a standard deviation of the predicted energies is evaluated. Structures with the highest standard deviation are those whose description by the cluster expansion is the worst. Therefore, these are added iteratively to the training set.

Figure 40: Binary ground state diagram illustrating miscibility gap

5.2. Monte Carlo Simulations

The cluster expansion needs effective interaction energies (ECI), which in the present case were derived from standard DFT calculations. Strictly, speaking DFT total energies are only valid for T=0K. To include temperature effects one might think first about configurational entropies, which in this work are included by performing Monte Carlo calculations based on the cluster expansion ingredients. Another and very
important temperature effect comes from vibrational entropies, which can be derived from DFT calculations for suitably selected displacements, like it is in Reith et.al. [133]. This is computationally very demanding in particular for ternary cases, and is far beyond the scope of a diploma thesis. Doing this then the ECI would become temperature dependent and with that also the whole CE. In the present work the Monte Carlo (MC) technique without lattice vibrations is applied. The Monte Carlo method (MC) is a stochastic method and it is often used for statistical thermodynamics. Its major application consists in the approximation of integrals, the calculation of mean values and the search for global minima in phase space. Since it is often very demanding or even impossible to cover the complete phase space just a 21 sample of it is taken into account. The choice of this sample is the most crucial point in the simulation. In the so-called simple or naive MC the sample is chosen randomly. This procedure is not very efficient for tasks such as finding a global minimum since the chosen phase points are distributed over the whole phase space. For such a distribution the probability to jump into the global minimum is quite small. An improvement would be a sample of suitably weighted points in phase space, which then leads into the global minimum. In this way, points in phase space with low weight would be neglected. Such an MC simulation is reasonable in describing a thermodynamical system at finite temperatures since the configurational entropy can be derived. For elucidating the application of MC in combination with the cluster expansion (CE) the basic principles will now be explained together with the MC implementation in the UNCLE-code.
5.2.1. Random Walks and Markov-chains

As already mentioned before the choice of the sample is the crucial point in finding thermodynamic characteristics of the investigated system. The crucial question is, how does the jump from one phase point to the next one happen? MC uses a random procedure for changing the point in the phase space: by applying the so-called random walk strategy every point has the same probability to be chosen as the next one to be considered. The corresponding transition probability $P$ depends now only on the current point in phase space, but not on the n-2 points, which have been chosen before. This description of the transition probability is called a Markov chain.

$$P(K_n = i | K_{n-1} = j | K_0 = l) = P(K_n = i | K_{n-1} = j) = P_{ij}(n).$$

Assuming that each transition probability $P$ can be written as $P_0(n)$ a matrix which contains the transition into each point of phase space can defined as

$$P = \begin{pmatrix}
P_{11} & \cdots & P_{1K} \\
P_{21} & \cdots & P_{2K} \\
\vdots & \ddots & \vdots \\
P_{K1} & \cdots & P_{KK}
\end{pmatrix}$$

This matrix has to fulfill two conditions, because it is stochastic, namely:

1. Because the matrix elements are probabilities, all the components have to be positive,

   $$P_{ij} \geq 0.$$

2. The probability to change position in phase space has to be 1, which means

   $$\sum_{j=1}^{K} P_{ij} = 1,$$
   with $i$ being the current point and $K$ being the number of points in phase space.
The next step in the random walk through phase space consists in defining the stationary probabilities of a point $i$ to be populated after $n$ steps:

$$w_i(n) = P(K_n = i)$$

Now the stationary probability vector $w(n)$ is defined whose components are the probabilities of arriving at each point of the whole phase space,

$$w(n) = (w_1(n), w_2(n) ... w_K(n))^T$$

This vector has to fulfill again the conditions rules as the transition matrix $P \equiv P_{ij}$.

Knowing the probability $w$ of a given point in phase space for step $n$ the probability for step $n+1$ is then defined as

$$w_j(n+1) = \sum_{i=1}^{K} w_i(n) P_{ij},$$

which –in a matrix notation– looks like

$$w(n+1) = Pw(n)$$

The vector $w$ can now be constructed for $s$ following steps by

$$w(n+s) = P^s w(n)$$

which for $n=0$ is

$$w(s) = P^s w(0)$$

At this point the probability distribution over the whole phase space after $s$ steps can be predicted by knowing the probabilities of the points in phase space being populated and the transition probabilities at the start. Since in a random walk approach every step has the same probability, until now each element of the transition matrix and the stationary probability vector have the form of,
\[
P_{ij} = \frac{1}{K}, \quad w_i = \frac{1}{K}
\]

In order to construct an efficient algorithm a weight for the transition to different points in the phase space has to be implemented.

**5.2.2. Implementation of the MC Simulation in the UNCLE Code**

In the UNCLE code a MC calculation with a grand-canonical and a canonical ensemble is possible. The system the calculation is dealing with is a box of atoms with a given extension and it obeys periodic boundary conditions: the box is a unit cell. For both the grand-canonical and the canonical calculation different implementations are made, as illustrated in figure 41.

**5.2.3. Grandcanonical Ensemble**

In a grandcanonical ensemble the system can be seen as the crystal of interest, which is connected to a reservoir of atoms that can propagate into the system. The total number

![Visualization of a MC step in UNCLE](image)

(a) Grandcanonical ensemble (b) Canonical ensemble

**Figure 41** : Visualization of a MC step in UNCLE. In the grandcanonical simulation the type of one atom in the crystal is changed, in the canonical approach the positions of two atoms in the crystal are changed.
In both cases the Boltzmann distribution of the old and the new system are calculated and compared to decide if the transition is made or not. of atoms in the simulation box has to stay constant, which means that if an atom is added into it another one has to be removed. The thermodynamic which controls the propagation of the atoms in and out of the box is the chemical potential $\mu$. If the chemical potential of one atom type in the system is raised, then the number of atoms of this type will be decreased. The reason for that is that if one atom (e.g. atom A) is removed from the system and another one (e.g. B) is added then the chemical potential changes by $\Delta\mu = \mu_A - \mu_B$ with $\mu_i$ being the chemical potentials for the atomic species. The transition rate for changing a configuration $\sigma$ into $\sigma'$ is then defined as

$$P_{\sigma \sigma'}^\ast = \begin{cases} 
1 & \text{if } \epsilon < e^{-(\Delta E - \Delta\mu)/kT} \\
0 & \text{if } \epsilon > e^{-(\Delta E - \Delta\mu)/kT}
\end{cases}$$

where $\Delta E = E(\sigma') - E(\sigma)$. This means, that if the energy of the system after the atom exchange is lowered by a larger amount than the change of the chemical potential then the step will be accepted, otherwise it will be compared to the random number in the usual way as described above. Using the Ising model of the cluster expansion makes it easy to change an atom type at a defined position. The atom is chosen randomly and by changing the spin variable of it the atom type is obviously changed. In the next step the energy of the simulation box is calculated using the ECIs and the energy difference $\Delta E$ can now be calculated. Since the chemical potentials of the atom types are essential starting parameters $\Delta\mu$ and the Boltzmann factors are defined as well.
5.2.4. Canonical Ensemble

In a canonical ensemble the conserved quantity is the concentration of each atom type in the simulation box. In each step the position of two randomly chosen atoms is exchanged. Doing so the energy of the composition in box changes and the transition rate can be written as

\[ P^*_{\sigma \sigma'} = \begin{cases} 
1 & \text{if } \epsilon < e^{-(E(\sigma') - E(\sigma))/kT} \\
0 & \text{if } \epsilon > e^{-(E(\sigma') - E(\sigma))/kT} 
\end{cases} \]

The random walk through phase space is continued until a chosen number of steps is done or the change in the energy of the system is below a given numerical limit. In the present work the grandcanonical simulations as done for the binary systems were limited to a certain number of steps done.

5.3. Results and Discussions

5.3.1. Search for the Ground States (Cluster Expansion)

The ground-state search of binary compounds by total-energy calculations and diagrammatic approaches suffers largely from the need that the small group of crystallographic configurations considered must include the stablest one. The combination ‘CE plus MC’ allows us to circumvent this problem as it will be demonstrated in this thesis.

To start the CE for searching for the ground states of the Li$_2$-SSe system the DFT energy formation enthalpies of Li$_2$-SSe were computed. In addition, 42 other structures as
suggested by the genetic algorithm (GA) were added. By starting a GA with these structures a cross validation score (CVS) of 2 meV per atom was achieved and a new input structure which was predicted as a ground state by the CE was chosen in this first run to be calculated with VASP and to be added to the input set. The maximal size of the unit cells for the CE predictions were adjusted during the fitting procedure and finally the largest unit cells contained 24 atoms. When no new ground state structures were found by CE, the system was considered to have converged. The final ground state line relative to the fcc ground states of the elements and the predicted enthalpies of formation are shown in figure below.

![Figure 42](image.png)

**Figure 42**: Final ground state line of the Li-S-Se system: enthalpy of formation versus Se concentration and ground state structures.
Green Square represent the structures, which are the most favourable within a bcc-type lattice phases which were predicted as ground state structures in the previous CE runs and which were recalculated by DFT. The ECIs were fitted to these phases and then used for the CE to predict all the possible bcc-type structures with maximal 24 atoms per unit cell. From the averaged distance of the predicted structures from the final ground state line the preference of the system to crystalize in a bcc lattice can be estimated. In the extremal parts of the concentration range the predicted structures show formation enthalpies, which are more distant from the ground state line.

In the following, we will perform and discuss the temperature-dependent form of the CE where the additionally included vibrational free energy is, in general, important for the phase stability of alloys and compounds [134]. For this purpose, the phase separating binary Li-S-Se alloy system at the Li-S-rich side of the phase diagram is considered. For such a system, the application of CE needs particular care because no ground state line of ordered compounds exists, i.e., all formation energies are positive. All the CE and DFT calculations were made for Li-S-Se alloys with a bcc parental lattice, since the main interest is in the Li-S-rich part of the phase diagram. For pure Se, also the FCC ground state total energy was calculated as a reference. For the CE, our universal cluster expansion (UNCLE) program package was applied. Initially, a standard CE for a bcc parental lattice was made utilizing only the DFT total energies for $T = 0$ K. The results in Fig. 40 reveal that no thermodynamically stable binary phase for any composition exists, as it is expressed by the positive formation energies. As expected, the configurations with the lowest formation enthalpies (and the form of the ground-state line) correspond to phase separating atomic arrangements, which consist
of slabs of pure Li-S and Li-Se. In total, an input DFT set of 42 configurations up to eight-atoms large was taken into account resulting in a CVS of 2.0 meV/atom at T = 0 K. The input set includes the energetically favourable structures as well as configurationally excited states in order to get reliable MC results.

Table 28 : Li-S-Se system: the ground state enthalpies of formation as derived by DFT and CE.

<table>
<thead>
<tr>
<th>No.</th>
<th>Li2Se/ and CE</th>
<th>LiDFT</th>
<th>LiDFT/CE</th>
<th>LiCE</th>
<th>H_DFT</th>
<th>H_CE</th>
<th>Dist to OHP DFT</th>
<th>title</th>
<th>cell formula</th>
<th>space group</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>-11.322095000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.1250</td>
<td>0.8750</td>
<td>-11.322075000</td>
<td>0.000000000</td>
<td>-11.322075000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.1250</td>
<td>0.8750</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.8750</td>
<td>0.1250</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.8750</td>
<td>0.1250</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.8750</td>
<td>0.1250</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.8750</td>
<td>0.1250</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.8750</td>
<td>0.1250</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.8750</td>
<td>0.1250</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.8750</td>
<td>0.1250</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0.8750</td>
<td>0.1250</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>0.8750</td>
<td>0.1250</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>0.8750</td>
<td>0.1250</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.8750</td>
<td>0.1250</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.8750</td>
<td>0.1250</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>-11.322120000</td>
<td>0.000000000</td>
<td>0.000000000</td>
<td>Li2Se</td>
<td>Fa-3m</td>
<td></td>
</tr>
</tbody>
</table>

5.3.1.1. Miscibility Gap

This indicates that the cluster expansion optimization scheme automatically switched from the miscible constituents to the miscibility gap mode in the second iteration, because Li2-Se is a system with a miscibility gap. As a convergence criterion in this
mode the standard deviation of 96.51% of the predicted structures has to be below 2 meV. This value was set for the variable (Convergence criterion for cluster expansion optimization in the cluster expansion (optimization) panel. Due to Li$_2$-SSe having a miscibility gap no stable structures with respect to the pure phases exist. The Table listing stable structures therefore only contains the two pure phases Li-S and Li-Se.

**Table 29**: Listing stable structures therefore only contains the two pure phases Li-S and Li-Se.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>no. of struc.</th>
<th>no. of new struc.</th>
<th>CVS [meV]</th>
<th>% struct. with SD below 2 [meV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>8</td>
<td>0.015</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>18</td>
<td>8</td>
<td>0.36</td>
<td>15.62</td>
</tr>
<tr>
<td>3</td>
<td>26</td>
<td>8</td>
<td>0.66</td>
<td>51.66</td>
</tr>
<tr>
<td>4</td>
<td>34</td>
<td>8</td>
<td>0.91</td>
<td>96.51</td>
</tr>
<tr>
<td>5</td>
<td>42</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The structures constituting the DFT ground state line, their compositions x and formation energies DHF:

<table>
<thead>
<tr>
<th># x(1:k,1:nC)</th>
<th>DHF / atom [eV]</th>
<th>structure title</th>
<th>cell formula</th>
<th>space group</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000000000</td>
<td>1.0000000000</td>
<td>0.0000000000</td>
<td>ce2</td>
<td>Li2Se</td>
</tr>
<tr>
<td>1.0000000000</td>
<td>0.0000000000</td>
<td>0.0000000000</td>
<td>cel</td>
<td>Li2S</td>
</tr>
</tbody>
</table>

**Figure 43**: Demonstration of phase separating Li$_2$S-Se system.
5.3.2. Monte Carlo Simulations

A canonical ensemble was chosen for the Monte Carlo (MC) simulation of the Li₂S-Se system. Periodic boxes containing 25x25x25 atoms were used. The initial setup of pure Se and Li-S blocks as shown on figure 43 is brought into thermodynamically equilibrium for a fixed temperature. The volume in the Li-S block in which the dissolved Se atoms are counted, which are three layers away from the interface. This ensures that no Se atom of the Se slab is erroneously counted as dissolved. CE and MC calculations were made for the merged figure set using averaged ECI,

\[ E_{CE}(\sigma) \rightarrow E_{CE}(\sigma, T) = N \sum_{f \in F(T)} D_f J_f(T) \Pi_f(\sigma). \]

According to Eq. above, different temperatures yield different \( F(T) \). However, one finds that the temperature dependence of the solubility is not as smooth a function of the temperature as expected, when only one single CE is considered for each temperature. This is a direct effect of the stochastic GA, selecting the figure set \( F(T) \), and it can indeed be likened to that kind of arbitrariness that enters even at a single temperature: \( n \) different runs of the GA yield \( n \) different \( F_i(T) \). All of them are equally capable to map the input data onto the CE [see Eq. above] but yield slightly different results in MC simulations. For the usual CE applications, this does not pose a problem: the precision needed for MC simulations with respect to concentration is not as strict as needed here for the Se solubility in Li-S (< 1 at.%), because the overall solubility is so low that even minor deviations result in a large relative error in predictions.

5.3.2.1. Coherent Precipitates

Solid state decomposition reactions like the phase separation of an alloy into its constituents, \( A_1-xB_x \rightarrow (1-x)A + xB \), create so-called precipitates which define an
important part of the microstructure of many alloy systems. The early stage of these reactions typically involves the formation of coherent precipitates that adopt the crystallographic lattice of the alloy from which they emerge [135]. Coherent precipitates have practical relevance, as they impede dislocation motion and thus lead to ‘precipitation hardening’ in many alloys [136] [137]. Despite their importance, precipitate microstructures were thus far not amenable to first-principles theories, since their description requires ‘unit cells’ containing 103–106 atoms or more, well beyond the current capabilities of first-principles methods. The chemical and structural properties of precipitates are determined by the identity of the phases being located to the left and right of the two-phase region in the phase diagram. In the case of the phase-separating system Li₂S-Se, one of the prototype systems for studying coherent precipitates, the two-phase region corresponds to Li₂S and Se, so that coherent precipitates formed from the Li₂S fcc-based solid solution consist of only Se atoms.

To calculate equilibrium shapes of coherent precipitates we use the CE, in canonical ensemble MC simulations. In order to exclude boundary effects, unit cells containing up to $25 \times 25 \times 25 = 16625$ atoms were needed. We used fix boundary conditions so that boundary sites are always occupied by Se atoms. These atoms are ‘frozen’, i.e. cannot flip their identity. This restriction has the advantage that precipitates cannot grow over the cell boundaries. The MC annealing process is initialized at a sufficiently high temperature, where the solid solution is thermodynamically stable. Using a given number $N_{Se}$ of Se atoms in the MC cell (hence, a given average precipitate size $R$), the system is carefully annealed below the coherent fcc miscibility gap. Upon crossing this solvus, a coherent precipitate is formed.
Figure 44: Temperatures profiles cross sections through the $25 \times 25 \times 25$ Monte Carlo simulation cells of Li-S-Te at different concentrations (a)Li-S0.9 Se0.1, (b)Li-S0.8 Se0.2, (c)Li-S0.7 Se0.3, (d)Li-S0.6 Se0.4.
Figure 45: Temperatures profiles cross sections through the $25 \times 25 \times 25$ Monte Carlo simulation cells of Li-S-Se at different concentrations (e)Li- $S0.5\ Se0.5$, (f)Li- $S0.4\ Se0.6$, (g)Li- $S0.3\ Se0.7$, (h)Li- $S0.2\ Se0.8$. 
5.3.3. Constructed Phase Diagram

Below we show a table of concentrations of sulphur and selenium with critical temperatures generated from MC interactive temperature vs. energy graphs (figure 44, 45 and 46). Critical temperatures are then used to construct phase diagram in figure 45 which was found to be in great agreement and consisting same shape as Li$_2$S phase [138] and Li$_2$Se [139] phase diagram which could suggest that we are great agreement with our calculations.

The transition temperature from mixture to the phase separated regions are comparative low indicating that random mixture might be metastable at temperatures below 380K as this is a diffusion driven process. At these temperatures diffusion might be too slow (this might require a further study on diffusivity)
Table 30: Concentration of Sulphur and Selenium with respective critical temperatures

<table>
<thead>
<tr>
<th>Concentrations (S,Se)</th>
<th>Critical Temperatures (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>225</td>
</tr>
<tr>
<td>0.2</td>
<td>325</td>
</tr>
<tr>
<td>0.3</td>
<td>350</td>
</tr>
<tr>
<td>0.4</td>
<td>375</td>
</tr>
<tr>
<td>0.5</td>
<td>380</td>
</tr>
<tr>
<td>0.6</td>
<td>350</td>
</tr>
<tr>
<td>0.7</td>
<td>325</td>
</tr>
<tr>
<td>0.8</td>
<td>275</td>
</tr>
<tr>
<td>0.9</td>
<td>225</td>
</tr>
</tbody>
</table>

![Graph showing phase transitions and critical temperatures](image-url)
5.3.4. Discussions

The practical limitations on the lithium- sulphur battery, which has potential to offer high energy density, have generated significant interest in searching for possible remedies. We propose an introduction of selenium, a d–electron containing member of group 16 with high electrical conductivity, in the electrode as a viable option of addressing such challenges. Mixed S-Se is an attractive new class of cathode materials with promising electrochemical performance in reactions with lithium ions. In the current chapter, an accurate and efficient cluster expansion energy model for Li-S-Se system was developed. Monte Carlo simulations using the cluster expansion method
were performed to investigate the structure of Li-S-Se at both atomistic and nano scales. Cluster expansion method was employed to generate 42 new stable phases from a binary phase diagram. The new phases generated formed a miscibility gap due to their phase separating behaviour. Monte Carlo simulations technique was utilized to investigate thermodynamic properties of Li$_2$S-Se system for the entire range of Se concentrations. It was found that the system remains phase separating at 0K and a mixture occurs around 350K. We constructed a phase diagram from Monte Carlo simulations results to show how Li$_2$S-Se changes phases when temperature is introduced and it is in good agreement with reported experimental work on both Li$_2$S and Li$_2$Se [140]. Phase equilibrium of Li-S-Se system requires that the free energy of all the constituent phases are known as a function of composition and temperature. The techniques have been successfully employed by Nguyen et al. [141] on binary (NiFe)(AlFe) and Chinnappan et al [142] on the V-Ta alloy, where the solid solution phase has a bcc structure. Our results prove the usefulness and the suitability of a combined cluster expansion and Monte Carlo approach for studying phase transformations and thermodynamic properties occurring in Li$_2$S-Se system.
Chapter 6: Comparison between Monte Carlo Simulations and Molecular Dynamics for Li$_2$S$_{0.5}$Se$_{0.5}$.

In this chapter we compare two techniques used in chapter 5 and chapter 6, we specifically test validated Born Meyer potential models for a mixed Li$_2$S-Se at 50% each. We use the phase at 50% generated by Cluster Expansion and Monte Carlo simulations techniques to employ Molecular Dynamics to check if we could manage to produce near same results.

6.1. Cluster Expansion Ground State Search

It was noted from Chapter 6, that Li$_2$S-Se is a phase separating system and has miscibility gap. Hence it was crucial to perform MC for thermodynamically stability of the system. Figure below shows Li$_2$S-Se phase separating.

![Figure 49: Binary phase diagram for Li$_2$S$_{50\%}$-Se$_{50\%}$](image)

Figure 49: Binary phase diagram for Li$_2$S$_{50\%}$-Se$_{50\%}$
6.2. Monte Carlo Simulation: Temperature Profile at Li$_2$S$_{0.5}$Se$_{0.5}$

Monte Carlo temperature profile at 50% of Sulphur and Selenium shows that there is phase transition at 380 K as seen in chapter 6. The changes from phase separating to a mixture at 380K temperature.

![Monte Carlo temperature profiles for Li$_2$S50%-Se50%](image)

Figure 50: Monte Carlo temperature profiles for Li$_2$S50%-Se50%

6.3. Validation of the Atomistic Potentials Model

In this section we consider the validation of our derived interatomic potential models for Li$_2$S-Se. We combined the set if potentials derived and validated in chapter 5 for both Li$_2$S and Li$_2$Se systems.
Figure 51: Cubic unit cell of bulk Li$_2$S-Se.

The potential models are developed to simplify the complexity of the quantum mechanical computations. For example, even a semi-qualitative force field or potential model can be used to identify the most probable surfaces, and hence reduce the number of surfaces that need to be examined using quantum mechanical methods. The elastic constants, calculated by quantum mechanics, were used as input data for the development of potentials models. The accuracy of the derived interatomic potentials was first checked by comparing the known experimental and calculated data. To validate our potential models we start by showing the properties that were obtained from our derived potentials i.e., lattice parameters, interatomic distances, and elastic properties.

Table 31 shows the calculated lattice parameters obtained from different methods. The lattice parameters obtained using energy minimisation codes GULP and METADISE are smaller than those from the literature, but still within the acceptable range of 2%.
Table 31: Comparison of the lattice parameter of Li$_2$S-Se, obtained from the derived interatomic potentials, with the other calculated values.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potential Model (This Work)</td>
<td>19.40, 7.77, 3.89</td>
</tr>
<tr>
<td>VASP (GGA-PBE) (This Work)</td>
<td>19.00, 7.30, 3.49</td>
</tr>
</tbody>
</table>

Table 32 shows a comparison of the elastic properties of Li$_2$S-Se we calculated using DFT methods (VASP code) and those calculated from our derived interatomic potentials employing the GULP and METADISE codes; experimental elastic constants are available for Li$_2$S. The elastic constants from the interatomic potentials are in good agreement with those from DFT calculations, together with the various moduli of elasticity, i.e. the bulk, shear and elasticity moduli.

Table 32: Calculated elastic constants and moduli of the Li$_2$S-Se phase.

<table>
<thead>
<tr>
<th>Elastic Properties</th>
<th>Observable (VASP)</th>
<th>GULP (Fitted)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C$_{11}$</td>
<td>74.12</td>
<td>70.25</td>
</tr>
<tr>
<td>C$_{12}$</td>
<td>18.12</td>
<td>23.15</td>
</tr>
<tr>
<td>C$_{44}$</td>
<td>36.60</td>
<td>40.76</td>
</tr>
<tr>
<td>C$_{13}$</td>
<td>17.64</td>
<td>17.71</td>
</tr>
<tr>
<td>C$_{33}$</td>
<td>83.40</td>
<td>82.44</td>
</tr>
<tr>
<td>Bulk Modulus, $B$ (GPa)</td>
<td>36.79</td>
<td>38.00</td>
</tr>
<tr>
<td>Shear Modulus, $G$ (GPa)</td>
<td>33.16</td>
<td>34.09</td>
</tr>
<tr>
<td>Elasticity Modulus, $E$ (GPa)</td>
<td>78.12</td>
<td>79.35</td>
</tr>
</tbody>
</table>
6.4. Phonon Dispersion of Li$_2$S$_{0.5}$-Se$_{0.5}$

**Figure 52: Phonon DOS and dispersion curve of Li$_2$S$_{50\%}$-Se$_{50\%}$ phase.**

Figures 52 above shows the phonon dispersion curve and the total density of states (DOS) of the Li$_2$S$_{0.5}$-Se$_{0.5}$ phase which allude to the stability of the system. This is deduced from all phonon branches lying above 0 THz, implying that there are no soft modes encountered along high symmetry directions. This is an indication that the Li$_2$S$_{0.5}$-Se$_{0.5}$ phase is stable.

6.5. Molecular Dynamics of Li$_2$S$_{0.5}$-Se$_{0.5}$

Molecular Dynamics calculations were performed utilizing potential models derived in chapter 4 for both Li$_2$S and Li$_2$Se. The figure 53 shows RDF and structures which shows
that the Li$_2$S$_{0.5}$-Se$_{0.5}$ melts at 500K which is great agreement with the study on chapter 6 where Monte Carlo Simulations were utilized.

Figure 53: Radial distribution functions of the Li$_2$-S$_{0.5}$Se$_{0.5}$ bulk structure at different temperatures. Yellow represent sulphur and purple is selenium.
6.5. Comparison between results of Monte Carlo and Molecular Dynamics Simulations.

Molecular Dynamics calculations and Monte Carlo simulation calculation implemented within MedeA-UNCLE are in great agreement with Li$_2$S$_{0.5}$-Se$_{0.5}$ both showing that the system experience phase transitions at low temperatures. It has been noted that the system remains phase separating at very low temperatures both techniques.

Figure 54: Comparisons of molecular dynamics and Monte Carlo simulations for Li$_2$S$_{0.5}$Se$_{0.5}$ at different temperatures.
6.6 Discussions

As mentioned in previous chapters, mixed S-Se is an attractive new class of cathode materials with promising electrochemical performance in reactions with lithium ions. Such mixture provides effective reduction of the large polysulfide formation during the cycling, normally observed in Li-S cathodes. Furthermore, battery performance is enhanced by improving the lithium ion and electron transport property and intensifying the interaction between Se and conductive matrices.

In this chapter we studied thermodynamic properties of the mixed Li-S-Se system at various temperatures, deduced from cluster expansion based Monte Carlo simulation techniques, and validated by classical molecular dynamics in the absence of experimental results. Molecular dynamics is an independent technique and associated interatomic potentials for Li-S and Li-Se were successfully derived in Chapter 4. Monte Carlo is also better suited for studying microscopic properties, such as clustering and formation of precipitates. The calculations were performed for 50% sulphur and 50% selenium, where the two independent techniques yield consistent results, clearly showing that the $\text{Li}_2\text{S}_{0.5}\text{Se}_{0.5}$ phase change occurs at a low temperature of approximately 350K by both techniques. The findings further demonstrated that selenium introduction in Li$_2$S reduces the melting temperature of the system from 1300K to 380 K which is a vital factor in rechargeable lithium batteries, where operation at ambient temperatures is mostly desirable.

Previous studies in binary fluorites have clearly illustrated variations of phase change related transition temperatures when they are mixed or doped to constitute ternaries. Firstly, in mixed-cation ternaries, $\text{Cd}_x\text{Pb}_{1-x}\text{F}_2$ ($0 \leq x \leq 1$), the transition temperature to a superionic phase of $\text{Cd}_{0.5}\text{Pb}_{0.5}\text{F}_2$ was reduced to 485K as compared to 600K and 1300K.
for pure PbF$_2$ and CdF$_2$ respectively; a deduction from ionic conductivity and specific heat capacity investigations of Kosacki et al [143]. Furthermore, a combination of classical molecular dynamics and EXAFS experiments on mixed-cation fluorites also depicted the largest disorder at $x=0.4$ in Cd$_x$Pb$_{1-x}$F$_2$, as shown by Netshisaulu et al. [144]. Secondly, aliovalent doping of BaF$_2$, with a wide range of LaF$_3$ concentrations, was studied by a combination of both Raman and Brillouin scattering experiments as well as molecular dynamics, demonstrated by Rammulla et al. [145]. All techniques consistently attested to the transition temperature to the superionic state changing from 1200 to 950K over a concentration range of ($0 \leq x \leq 50$ mol%). Lastly, we allude to depression of the martensitic transformation temperature in shape memory alloys on formation of ternaries. A combination of semi-empirical embedded atom model molecular dynamics simulations and experimental X-ray diffractions shown by Mahlangu et al [146], indicated the reduction of the transformation temperature in TiPt$_{1-x}$Co$_x$ with increasing $x$.

Such narratives are consistent with the current reduced superionic transition and melting temperature in Li$_2$S-Se compounds and related changes from segregated to solid solution phases; as espoused by a combination of molecular dynamics and Monte Carlo simulations. It is of great interest that doping of fluorite (Cd$_x$Pb$_{1-x}$F$_2$) and anti-fluorite (Li$_2$S$_{0.5}$Se$_{0.5}$) compounds with elements of equivalent charge depress the transition temperatures most significantly, as compared to aliovalent doping.

Monte Carlo simulation was performed by Ravi et al. [147] for computing the finite temperature formation enthalpies of these phases on V$_2$N-Fe. Phase stability of stable and metastable vanadium nitrides was studied using density functional theory DFT.
based total-energy calculations combined with cluster expansion Monte Carlo simulation and supercell methods.

Computed formation enthalpies of the various stable and metastable vanadium nitride phases considering the available structural models and found that the formation enthalpies of the different phases decrease in the same order as they appear in the experimental aging sequence. As these nitrides are known to be generally nonstoichiometric due to presence of nitrogen vacancies, cluster expansion and supercell methods were used for examining the effect of nitrogen vacancies on the phase stability. Monte Carlo simulations were used for computing the finite temperature formation enthalpies of these phases as a function of nitrogen-vacancy concentration and found close agreement for NaCl_B1 phase of VN_{1-x}Fe_x for which measured values are available. All such examples illustrate that a combination of cluster expansion and Monte Carlo simulation can yield reliable results in the absence of experimental results, as is the case for Li-S-Se systems.

Currently there is not much experimental evidence on phase diagrams involving a combination of Li_2S and Li_2Se, and in this chapter two separate simulation methods have been employed to predict similar phenomena. Consequently, results of calculations from classical molecular dynamics simulations based on Born Meyer interatomic potential models (from chapter 4) have been used to validate those from a combination of cluster expansion and Monte Carlo simulations (chapter 5) for Li_2S_{0.5}Se_{0.5}. Such validation will provide valuable insights which will guide experiments on where phase separation and mixed phases on such a system tend to occur.
Chapter 7

7.1. Conclusions

Lithium–sulphur (Li–S) batteries have regained increasing interest since the concept emerged in the 1960s, due to their high specific capacity (1675 mAh/g) and natural abundance of sulphur. However, sulphur-based cathodes face the problems of insulating properties and the dissolution of polysulfide intermediates, which lead to the low electrochemical utilization of sulphur and fast capacity fading. Many efforts and significant achievements have been made over the last few years to solve these problems. The approach commonly adopted is immobilizing sulphur in various materials to provide conductivity and alleviate the dissolution phenomenon.

We initially started by investigating the discharge products formed in Li-S and Li-O batteries which are Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures. The equilibrium lattice parameters of the Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures were performed within the generalised gradient approximations. Since the structure of Li$_2$S$_2$ is unknown, we deduced it from that of Li$_2$O$_2$, as both Li$_2$S and Li$_2$O have an anti-fluorite structure. On the whole the results were in reasonable agreement with the available experimental values. We have also calculated the electronic and elastic properties of Li$_2$S, Li$_2$O, Li$_2$O$_2$ and Li$_2$S$_2$ structures and they were mostly consistent with experimental studies.

We found that Li$_2$S, Li$_2$O and Li$_2$O$_2$ and Li$_2$S$_2$ structures all have negative heats of formations values indicating that they are stable. However, it is noted that Li$_2$S$_2$ structure has negative heats of formation closer to zero, suggesting that it could be less stable compared to others. Furthermore, the calculations on the phonon dispersion and the density of states were performed and they confirm the stability of Li$_2$S, Li$_2$O and
Li$_2$O$_2$ structures, since no soft modes were observed, and consistent with the stability conditions of elastic properties. The phonon dispersion curves of the Li$_2$S$_2$ structure showed the presence of soft modes which are partly associated with the negative elastic constant $C_{13}$ of the structure. We also performed phonon density of states for Li$_2$S$_2$ structure to check which between lithium and sulphur is responsible for instability of the structure, we have found out that the instability of Li$_2$S$_2$ structure is due to high vibrations of sulphur atoms.

We further extracted other polymorphs of Li$_2$S$_2$ structure from phonon dispersions curves of unstable Li$_2$S$_2$ structure and managed to predict stable new polymorphs of Li$_2$S$_2$ structure from heats of formation, elastic properties and phonon dispersion curves. Finally we calculated electronic density of states to check whether studied compounds are semi-conductors, metals or insulators. Density of states depicts that of all discharge products are metal, semi-conductors or insulators, Li$_2$O and Li$_2$S are called insulators, whereas Li$_2$O$_2$ and Li$_2$S$_2$ they are preferably called semi- conductors.

A new class of selenium and selenium–sulphur (Se$_x$S$_y$)-based cathode materials for room temperature lithium batteries is being considered as reported recently by Amine et al [148]. Not only does the Se electrode show promising electrochemical performance with Li anode, but the additional potential for mixed Se$_x$S$_y$ systems allows for tunable electrodes, combining the high capacities of S-rich systems with the high electrical conductivity of the d-electron containing Se without failure and alleviating the dissolution phenomenon in the processes.

In order to provide the solution on Li$_2$S-Se system, classical simulation studies were first conducted. Interatomic potentials of Li$_2$S and Li$_2$Se were derived and adequately
validated, in the bulk form, as evidenced by their accurate determination of structure, elastic constants and moduli; which indeed compare well with to those obtained by experiment or *ab initio* methods [149]. The robustness of the interatomic potentials was further illustrated by their ability to reproduce complex high temperature transitions of the bulk Li$_2$S and Li$_2$Se which were observed experimentally, from neutron and Brilluion scattering methods [123] and from recent quantum mechanical molecular dynamics calculations of Li$_2$S [125]. The change of radial distribution functions and the total energy with temperature, deduced from molecular dynamics studies, clearly depicted the phase change from the normal to the high form for both Li$_2$S and Li$_2$Se above 1200K. Furthermore, the potentials of both Li$_2$S and Li$_2$Se show melting above 1300K, as demonstrated by the calculated rdfs and energy; all consistent with the experimental results.

Secondly, cluster expansion methods were employed to generate 42 new stable phases from a binary phase diagram. The new phases generated depict a miscibility gap owing to their phase separating behaviour. The Monte Carlo simulation technique was utilized to investigate thermodynamical properties of Li$_2$S-Se system for the entire range of Se concentrations. It was found that the system remains phase separating at 0K and a mixture occurs around 350K. Our results prove the usefulness and the suitability of a combined cluster expansion and Monte Carlo approach for studying phase transformations and thermodynamical properties occurring in Li$_2$S-Se system. We constructed a phase diagram from MC simulations results to show how Li$_2$S-Se changes phases with temperature and it was found to, in general, be consistent with the available experimental work of both Li$_2$S and Li$_2$Se.
Lastly not much experimental work is available on Li$_2$S-Se systems. Hence a major contribution of the current study is employing an approach involving combined molecular dynamics and Monte Carlo techniques to study associated phase separating behaviour of Li$_2$S-Se. The calculations were performed for 50% sulphur and 50% selenium and both methods predict Li$_2$S-Se phase change at a low temperatures of 350K. Such validation will provide valuable insights which will guide experiments on where phase separation and mixed phases tend to occur in Li$_2$S-Se systems, over an entire range of sulphur and selenium contents.

7.2. Recommendations

In light of the findings of this thesis, several recommendations for future research are listed below:

- Use molecular-dynamics calculations to study the amorphization and recrystallization (A+R) of Li$_2$S and Li$_2$Se structures utilizing the fitted interatomic potential models.
- Generate nano-architectures and related microstructures from A+R.
- Study molecular dynamics using *ab initio* methods to validate the atomistic molecular dynamics findings.
- The refitting or refinement of our potential model used in this thesis, to be able to handle the bulk structure of Li$_2$S and Li$_2$Se very “well”, such as incorporation of the shell model in the potentials.
- A further study on diffusivity using MedeA-UNCLE code.
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