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Abstract: Recently, South Africa has experienced a slow economic growth coupled with population growth outpacing economic growth. To curb the socio-economic problems brought by this situation, more, better and sustainable jobs need to be generated. According to ‘engine of growth’ hypothesis, the manufacturing sector is touted as an important sector in this regard but it was found out that matched with other economic sectors this sector is not performing well in South Africa. Given the limited amount of literature available on this issue, it is the intention of this study to contribute to this research gap by investigating the relationship between the manufacturing sector and economic growth in order to test Kaldor’s first growth law in South Africa. As contribution to literature, this paper employed the Vector Error Correction to estimate the annual time series data from 1980 to 2016 obtained from World Bank. The empirical investigation revealed that manufacturing sector proxied by the manufacturing output has a positive and significant coefficient which confirmations that the sector contributes positively towards economic growth. The study recommends that the South African policy makers should consider advocating for strengthening and promoting this sector. Policies should be geared towards creating the environment which is more conducive for business expansion and investing in capital formation which will allow more job creation.
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1. Introduction

Industrialisation has attracted considerable interest in development economies in recent times. It is generally expected that it can play a role of a catalyst of diversification and transformation of the economy which leads a country to path of been self-sufficient. The proponents of the industrialised-led growth are of the opinion that it enables a country to exploit its factor endowment. The argument is that the route of industrialisation provides any country with a good advantage by adding value in terms of converting its raw materials into finished products; an endeavour perceived as noble for economic growth, sustainability and development of any economy. Most of the empirical studies are of the view that the manufacturing sector has a full potential of causing a turnaround towards the development of the economy therefore it plays in the health of an economy (Kniivilä 2007; Liveris 2012). This was mostly proven by some of the Asian Tigers who relied on manufacturing-led growth. In the case of South Africa all these advantages are further embellished by its proximity to the rest of Africa since this gives it a potential major boon for the manufacturing sector. At this point in time the continent is the fastest growing region in the world, therefore, South Africa stands a chance to grasp the opportunity to supply the continent (Ngulube, 2014).

This echoed by Lee & Mckibbin (2013) who maintains that in particular, during the adjustment the economy to higher services productivity growth, there is a significant expansion of the durable manufacturing sector that is required to provide the capita stock that accompanies the higher aggregate economic growth rate. This is particularly important for the aggregate adjustment in capital goods exporting economies such as South Africa. Zalk (2014) is of the opinion that as South Africa ponders its chronic unemployment problem, it is useful to set out a framework for thinking through the contribution of the manufacturing sector to growth and the generation of employment. In the same vein (Bhat 2014) argues that manufacturing is an export driver and it creates employment and business opportunities. Its continued growth is an absolute necessary for forward movement in economic development it has it been illustrated in several countries Japan, South Korea and China. Their growth was based on development of infrastructural facilities, encouragement to enterprises and creation new entrepreneurship, availability finance, and also on research and development particularly innovation in manufacturing.
The South African manufacturing sector is "at a crossroads" and there is a need for the country to reassess its strategy in relation to this sector. It has been noted that the sector has been in a state of decline, facing challenges around productivity, costs, labour issues, skills shortages, efficiency and new technology. The manufacturing purchasing managers' index has averaged 49.7 in the first 10 months of 2015, indicative of a struggling economy as any reading below 50 reflects contraction (Makhene, n.d.). Similarly, Trading Economics (n.d.) points out that manufacturing production fell 1.3% year-on-year in March of 2018, following a downwardly revised 0.5% gain in the previous month and well below market expectations of a 1% rise. This was the first descent since September of 2017, as output decreased in the mining sector.

As Szirmai (2012) pointed out, manufacturing has been important for growth in developing countries, but not all expectations of the 'engine of growth hypothesis' are borne out by the data. Given this perception, it is the intention of this study to contribute to this research gap by employing time series data to investigate the relationship between the manufacturing sector and economic growth in order to test Kaldor's first growth law in South Africa. This study also envisioned to contribute to the debate and policy imperatives around this issue. The major objective is therefore to examine the role of manufacturing sector on economic growth in South Africa and the rest of the paper is organised as follows: Section 2 focuses on the literature review which covers both the theoretical and perspective of human capital investment and growth. Section 3 the presents the empirical framework, that is data and the model used for analysis, section 4 reports and discusses the empirical results obtained from section 3 and section 5 is the conclusion.

2. Literature Review

The emergence of manufacturing in developing countries was mainly driven by theoretical and empirical evidence for the proposition that industrialisation acts as an engine of growth. This proposition is based on Kaldor's (1966) first growth law which state that manufacturing is the engine of GDP growth. The law states that the growth of the GDP is positively related to the growth of the manufacturing sector. This is perhaps better stated in terms of GDP growth being faster the greater the excess of growth of industrial growth relative to GDP growth: that is when the share of industry in GDP is rising. Based on this law Cantore et al. (2017) argue that Kaldor’s 'engine of growth' hypothesis advances the strengthening of the manufacturing sector, even if the sector offers no comparative advantage in the initial stage of development. The hypothesis was based on Kaldor’s study on the impact of the manufacturing industry on the growth in the analysis he conducted on 12 countries between 1952-1954 and 1963-1964 which determined that the impact of the growth rate of manufacturing industry on the GDP is at a level of 61%.

That been the case, literature reveals that there is a mixture of performance and contributions of the manufacturing in different countries. Szirmai and Verspagen (2015) found that it has rather a moderate positive impact on growth but found a thought-provoking interaction effects with education and income gaps. Furthermore, in a comparison of the sub periods, it gave them the impression that since 1990, manufacturing is becoming a more difficult route to growth than before. In a more positive conclusion, the Department of Trade and Industry (DTI) and Board of Investments (BOI) of Philippines (DTI and BOI 2018), argues that the sector encompasses more than half of the Philippines's industrial sector and accounts for almost a quarter of its Gross Domestic Product (GDP). From an annual growth rate of 5.4% in 2012, the sector grew by 10.5% in 2013 and 8.1% in 2014 and its growth was felt throughout other sectors of the economy. The manufacturing industries have higher employment, income and output multipliers relative to the agriculture and services sectors. It also promotes stronger inter-industry and inter-sectoral linkages, firm productivity, technological development and innovation.

On the contrary, Rahardja et al. (2012) indicate that Indonesia's manufacturing sector which was a star performer, since the Asian crisis of 1997-98 has been under-performing both regional peers and other sectors of the economy. But, after a period of financial, economic and political crisis in the late 1990s, manufacturing activities fell into a 'growth recession' and contributed considerably less towards GDP growth. This decline is in sharp contrast to other manufacturing sectors in the region. Together with Malaysia and Thailand, Indonesia was considered one of the "new Asian Tigers" in the 1990s. These are the countries that had experienced rapid economic growth driven by the fast pace of industrialisation. It is generally
agreed that there is need to revitalise Indonesian manufacturing, but debate centres on just how this is best achieved.

Rahardja et al. (2012) analysed the contribution of different economic sectors, namely, agriculture, manufacturing and services sectors to economic growth in China and India. Each sector was found to have a strong, positive and significant linear relationship with economic growth in both countries. However, the contribution of economic sectors to economic growth differs in China and India. Manufacturing sector contributes the highest to China’s economic growth while services sector is the highest contributor to India’s economic growth. A similar study by Hussin and Ching (2013) revealed that correlation analysis indicated that agriculture sector, manufacturing sector and service sector had positive relationship with GDP per capita in Malaysia and China. Their results also demonstrated that services sector generated the highest contribution to Malaysia’s economic growth while manufacturing sector provided the biggest contribution to China’s economic growth.

Another evidence of the influence of the manufacturing sector is the performance of the Indonesian economy has recorded relatively strong average growth over a number of decades. According to Elias and Noone (2011), a considerable structural change has taken place over this time, with Indonesia becoming increasingly industrialised and integrated into the global economy. With plans for substantial infrastructure spending over the next several years and favourable demographics, the Indonesian economy is widely expected to continue to grow at a strong pace over the next decade. This was achieved through a gradual process of industrialisation. Elias and Noone (2011) point out that urbanisation began in the late 1960s, and accelerated in the 1980s as falling oil prices saw the Indonesian government focus on diversifying away from oil exports and towards manufactured exports.

Likewise, Olagbaju et al. (2016) show that Nigeria has realised that economic development requires growth with structural change. They argue that productivity potentials are found within the manufacturing segment of the industrial sector, which could translate into the much needed growth and employment opportunities. The transfer of resources from agriculture to manufacturing provides a structural change bonus. Furthermore, Szirmai (2008) found that between 1950 and 2005 the sectoral productivity levels in 19 Latin American and Asian economies, value added in manufacturing was consistently much higher than in agriculture. A puzzling finding was that in post-war Latin America, value added per worker in services was higher than in manufacturing. This suggests that the structural change bonus for services might have been even higher than that manufacturing exceeded those in services. The implication is that the structural change bonus argument focuses on the dynamics of sectors hence manufacturing is assumed to be more dynamic than other sectors.

3. Research Methods

In order to investigate the relationship between the manufacturing sector and economic growth in South Africa the study employed Vector error correction model (VECM) technique to analyse an annual time series data traversing over a period from 1980-2016. The model of the study is based on Kaldor’s first law of growth referred to as the ‘engine of growth hypothesis’ expressed the hypothesis as follows:

\[ q = \alpha_0 + \alpha_2 m \] (1)

where \( q \) = GDP and \( m \) = manufacturing output. To be in line with the hypothesis the coefficient (\( \alpha_2 \)) is expected to be positive and less than a unity suggesting that the overall growth rate of the economy is associated with the excess of the growth rate of manufacturing output over the growth rate of non-manufacturing output (Olamade & Oni 2016).

In order to avoid the problem of spurious feedback relations arising, for example, from omitted variables omitted variables bias (Kirchgässner and Wolters 2007), three more variables, namely, foreign direct investment, exports and exchange rate are added into the system. Data on all variables is obtained from the World Bank and the expanded linear form of Equation 1 is presented as follows:

\[ GDP_t = \alpha_0 + \alpha_1 EXCH_t + \alpha_2 EXP_t + \alpha_3 FDI_t + \alpha_4 MNFC_t + \epsilon_t \] (2)

where, GDP denotes Gross Domestic Product which is used as a proxy for economic growth. It was noted from literature review that some of the studies showed that there was a challenge in empirical analyses of the manufacturing-growth link as how to measure the link econometrically, henceforth some remained theoretical. In order to curb this problem this study used manufacturing output (value added); therefore, MNCF denotes manufacturing output; EXP
symbolises exports, FDI represents foreign direct investment and EXCH is representing exchange rate.

Prior to employing the VECM analysis, the variables are taken through stationarity testing to determine the order of integration of the variables and the estimations are done by means of EViews 9.

3.1 Unit Root Testing

Many economic and financial time series data such as the one used in this study, exhibit trending behaviour in the mean which is said to be nonstationary in econometrics because it has a random walk or has a unit root problem. This type of data should therefore be transformed to stationary form prior to analysis in order to avoid the spurious results. The study utilized the Augmented Dickey Fuller (ADF) and Phillip Peron (PP) tests to perform the unit root test procedures in order to examine the order of integration of variables. The purpose is to determine their order of integration which is crucial for setting up an econometric model and to do inference. The unit root test was performed using three types of regression analysis but the best results were obtained "Constant, Linear trend" as illustrated in Tables 1 and 2.

3.2 Cointegration Analysis

To empirically analyse the long run relationships and dynamic interactions among the variables of interest, the model has been estimated by the Johansen cointegration analysis. It is preferred because it performs better in multivariate model. The existence of cointegration implies that there is some mechanism that drives the variables to their long run equilibrium relationship. This mechanism is modelled by an error-correction mechanism, in which the equilibrium error also drives the short-run dynamics of the variables (Radnia, 2014). The procedure uses two tests, the Maximum Eigen value test and the Trace test to determine the number of cointegration vectors in the system. The two tests may yield different results as indicated in Table 4 on page 398, and Alexander (2001) indicates that in this case the results of trace test should be preferred. The presence of cointegration means that we can run the VECM in order to model both the long run relationship and the short-run dynamics.

3.3 Vector Error Correction Model (VECM)

The choice if this approach is influenced by (Shijaku and Kalluci, 2013) who maintain that it has the advantages that it combines long run and short run information in the data by exploiting the cointegration property of the model. In this system, the cointegrating vector is interpreted as a long run equilibrium relationship whilst the estimates of the short run dynamics symbolise the process of adjustment towards equilibrium. The two elements of the model are calculated simultaneously and the model is run through a system of equations, eliminating problems with endogeneity, omitted

<table>
<thead>
<tr>
<th>Variables</th>
<th>(t)-statistic</th>
<th>(1%) Critical values</th>
<th>(5%) Critical values</th>
<th>(10%) Critical values</th>
<th>Probability</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>At level</td>
<td>-1.219254</td>
<td>-3.632900</td>
<td>-2.948404</td>
<td>0.6550</td>
<td>I (0)</td>
</tr>
<tr>
<td></td>
<td>1st difference</td>
<td>-3.469012</td>
<td>-3.632900</td>
<td>-2.948404</td>
<td>0.0150</td>
<td>I (1)</td>
</tr>
<tr>
<td>MNCF</td>
<td>At level</td>
<td>-1.399774</td>
<td>-3.626784</td>
<td>-2.945842</td>
<td>0.5716</td>
<td>I (0)</td>
</tr>
<tr>
<td></td>
<td>1st difference</td>
<td>-4.579725</td>
<td>-3.632900</td>
<td>-2.948404</td>
<td>0.0008</td>
<td>I (1)</td>
</tr>
<tr>
<td>EXP</td>
<td>At level</td>
<td>-1.819521</td>
<td>-3.632900</td>
<td>-2.948404</td>
<td>0.3652</td>
<td>I (0)</td>
</tr>
<tr>
<td></td>
<td>1st difference</td>
<td>-5.030611</td>
<td>-3.639407</td>
<td>-2.951125</td>
<td>0.0002</td>
<td>I (1)</td>
</tr>
<tr>
<td>FDI</td>
<td>At level</td>
<td>-3.214668</td>
<td>-3.626784</td>
<td>-2.945842</td>
<td>0.0273</td>
<td>I (0)</td>
</tr>
<tr>
<td></td>
<td>1st difference</td>
<td>-6.925890</td>
<td>-3.646342</td>
<td>-2.954021</td>
<td>0.0000</td>
<td>I (1)</td>
</tr>
<tr>
<td>EXCH</td>
<td>At level</td>
<td>0.970990</td>
<td>-3.626784</td>
<td>-2.945842</td>
<td>0.9954</td>
<td>I (1)</td>
</tr>
<tr>
<td></td>
<td>1st difference</td>
<td>-3.868263</td>
<td>-3.632900</td>
<td>-2.948404</td>
<td>0.0055</td>
<td>I (1)</td>
</tr>
</tbody>
</table>

* denotes the rejection of the null hypothesis at 10% level of significance, ** denotes the rejection of the null hypothesis at 5% level of significance, *** denotes the rejection of the null hypothesis at 1% level of significance
variables and serial correlation. They further claim that estimated coefficients obtained are unbiased and efficient under such specification. The VECM of the study is presented as follows:

\[
\Delta \Sigma = \alpha_0 + \alpha_1 \Delta GDP_t + \sum_{i=1}^m \alpha_{i1} \Delta GDP_{t-i} + \sum_{i=1}^m \alpha_{i2} \Delta EXCH_{t-i} \\
+ \sum_{i=1}^m \alpha_{i3} \Delta EXP_{t-i} + \sum_{i=1}^m \alpha_{i4} \Delta FDI_{t-i} + \sum_{i=1}^m \alpha_{i5} \Delta MNCF_{t-i} + \lambda EC_{t-i} + \epsilon_t
\]

where \( \Delta \) is the first difference operator, \( EC_{t-i} \) is the error correction term lagged one period, \( \lambda \) is the short run coefficient of the error correction term.

4. Findings and Discussion

The results of all the econometric tests are presented in this section.

4.1 Unit Root Tests

After experimenting with all the formulae of the unit root testing, the best unit results were obtained under intercept and the results are presented in Tables 1 and 2 respectively.

The unit results in Tables 1 and 2 designate that most of the variables are nonstationary at levels and they all become stationary at first difference under both the ADF and the PP tests. The two tests confirm stationarity of each variable at first differencing under intercept therefore all the variables are integrated at order one, that is they are all I(1).

4.2 Cointegration Analysis Results

Since all the variables are all I(1), the next step is conducted the Johansen cointegration test to determine the presence of the long run relationship among the series. In order to determine the proper lag length of the cointegration analysis, lag length selection criteria were employed and the results are presented in Table 3. The results indicate that the best criterion is AIC with lag 2.
The Johansen cointegration analysis was based on lag 2 of the lag selection, since it was the lag order selected by most of the criteria and the results are presented in Table 4.

Based on the results in Table 4, trace tests indicate that there are (2) cointegrating equations at 5% level whilst the Max-Eigen tests depict the presence of a one (1) cointegrating equation at 5% level. This implies the rejection of the null hypothesis of no cointegration of the series which is illustrated by the values of the Trace statistic of 88.75189 and 53.50875 being greater than the critical values of 69.81889 and 47.85613 respectively. These results are further confirmed by the probability values of 0.0008 and 0.0134 which are also significant at 5%. Comparably, the same conclusion is drawn from the Maximum Eigen test results since the Max-Eigen value of 35.24314 is greater than the critical value of 33.87687 and its probability value of 0.0342 being significant at 5%, consequently backing up the evidence for the presence of cointegration amongst the variables.

In order to conclude the long run relationship, the normalised cointegrating coefficient from the Johansen cointegration analysis are presented in Table 5.

From Table 5, the estimated cointegrated vectors together with the associated coefficients represent the long run influence of manufacturing sector on the economic growth. The coefficients are therefore infused into Equation 2 in order to illustrate the impact of each and every variable on economic growth as illustrated in Equation 4:

\[ GDP_t = -0.285844 + 2.08E \times EXCH_t - 27.00406 \times EXP_t - 10.60525 \times FDI_t - 4.355999 \times MNCF_t + \epsilon_t \]

From Equation 4, EXP is negatively related to GDP whilst the all other variables, namely, EXCH, FDI and MNFC are positively related to GDP. Finally, the MNFC with a coefficient of about 4.355999 % implies that there will roughly be a 4% increase of GDP if the manufacturing sector changes by 1%. This illustrates a significant contribution made by this sector towards economic growth in South Africa.
4.3 Short Run Analysis Results

Since cointegration was established amongst, the VECM was used to determine the short run relationship in the system and the results are presented in Table 6.

According to Adamopoulos (2010), the size of the error correction term (ECT) indicates the speed of adjustment of any disequilibrium towards a short run equilibrium state. In Table 6 the estimated coefficient of ECT of -0.285844 indicates the speed and it has a theoretically correct sign (negative sign) and it has a high absolute t-statistic of (0.10797). For equilibrium to be restored it is expected to be negative and it confirms that there is no problem in the long run equilibrium relationship between the dependent and the independent variables. The results from VECM indicate that the variables are able to adjust back to equilibrium after an external shock.

5. Conclusion

The purpose of study was to investigate the relationship between the manufacturing sector and economic growth in order to test Kaldor’s first growth law in South Africa. In order to achieve this objective, the VECM was employed to estimate the annual time series data from 1980 to 2016 obtained from World Bank. The negative association between exports and GDP found in this study is line with both the Keynesian theoretical findings and Taspinar (2010) found the equivalent results in Poland. As far as FDI is concerned, the implication is that FDI towards manufacturing sector must be taken as the first priority to get the best out of the sector. This is based on the notion that by exporting more, more opportunities are being opened and which is good for job creation. As far as exchange rate is concerned, its positive association with GDP is important since a better exchange rate, means earning more of foreign currency which will improve the country’s trade balance.

The empirical investigation also revealed that manufacturing sector proxied by the manufacturing output has a positive and significant coefficient. The results are in line with Kaldor’s first growth law which states that manufacturing is the engine of GDP growth. The law states that the growth of the GDP is positively related to the growth of the manufacturing sector, therefore, the ‘engine of growth’ hypothesis holds for South Africa. The similar association between these two variables was also found by Hussin and Ching (2013) in Malaysia. Based on these results, we recommend that the South African policy makers should consider advocating for strengthening and promoting this sector. As it was indicated by Zalk, (2014) this can be achieved through a structural shift towards higher growth. Therefore, a more value-adding and higher labour absorbing manufacturing sector is essential for South Africa to shift to a development path which generates more growth and higher levels of employment. Therefore, policies should be geared towards creating the environment which is more conducive for business expansion and investing in capital formation which will allow more job creation.
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