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Abstract 

Transition metal-oxides have garnered significant attention due to their different 

allotropic polymorphs with unique structural and electronic properties necessary for 

the creation of new and improved rechargeable battery systems. The increasing 

demand for rechargeable batteries with high energy densities has fuelled interest in 

the research, development and manufacturing of new battery systems capable of 

powering high-powered machinery as well as portable household appliances. These 

demands have led to the heavy reliance on non-renewable fossil fuels. 

Consequentially, these have resulted in the unavoidable environmental pollution, 

which has in turn led to dangerous climatic conditions and unwanted health threats 

to human beings hence the need for renewable energy. 

Manganese dioxide is one of the most promising materials in rechargeable lithium-

ion batteries. Specifically, pyrolusite (β-MnO2) as the most stable and abundant 

polymorph of MnO2 is selected for this purpose. In this study, evolutionary algorithm 

and first principle methods were used to generate (MnO2)n=2-20 nanoclusters. Firstly, 

the β-MnO2 bulk structure was optimised using existing interatomic potentials (IP). 

The selected IP parameters successfully reproduced the β-MnO2 bulk structure to 

within 0.43 % of experimental data.  

The XRD patterns of the β-MnO2 bulk structure were compatible to experimental data 

displaying similar peak intensities, 2θ positioning and Miller indexes such as the 

(110), (101), (200) and (211) peaks. The verified IP parameters were then used in 

conjunction with the Buckingham potential and the 12-6 Lennard-Jones potential to 
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generate subsets of stable nanoclusters using the Knowledge Led Master Code 

(KLMC) software. 

A combination of global search techniques and density functional theory (DFT) based 

codes such as FHI-aims, CASTEP and VASP were used to refine the energy ordering 

of the generated nanoclusters in an effort to determine the global minima of the 

nanoclusters for all the concerned atomic sizes i.e., n = 2 to n = 20. The predicted 

order of stability for the nanoclusters was found to be similar to those predicted for 

isostructural ZrO2, SiO2 and TiO2 nanoclusters. Furthermore, the larger stable 

nanoclusters adopted compact ring configurations as they grew larger in atomic size. 

Additionally, they displayed improved stability and electrical conductivity as seen by 

the shorter band-gap energy of 0.113 eV for the stable n20 nanocluster. 

Secondly, the effect of temperature changes on the stability of the nanoclusters was 

investigated using the NVE ensemble in CASTEP and the molecular dynamics code 

DMol3. The nanoclusters showed a preference towards compact circular bonding 

configurations at higher temperatures as seen by the decreased bond lengths and 

inward bending of the exterior terminal oxygen atoms. An indirect relationship were 

the binding energy decreased with increasing temperatures was observed showing 

that high temperatures weakened the bonds in the n3-01 nanocluster. 

The results also predicted that the nanoclusters have metallic characteristics with the 

density of states (DOS) curves being continuous at the Fermi level with minimal band-

gaps between the valence and conduction bands indicating a good conductive nature. 

The XRD patterns for the most stable n3 nanoclusters revealed common peaks such 

as the (001), (101) and (200) indicative of the tetragonal phase signifying the stable 

rutile β-MnO2. Moreover, the stable nanoclusters showed a prevalence towards a 
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cubic bonding configuration composed of two manganese atoms bonded to two 

oxygen atoms.  

The atomistic substitutional doping technique proved to be a better strategy as 

compared to the virtual crystal approximation (VCA) technique using Fe, Co and Ni. 

The doping was preferential on the central manganese atom with the highest 

coordination denoted as Mn2. Nickel was the most favourable dopant due to its better 

binding energy with smaller bond lengths. However, the cobalt-doped nanoclusters 

were shown to be the better electrical conductors even though they were not as stable 

as the nickel-doped nanoclusters. Dual doping with nickel and cobalt did not 

sufficiently improve the stability and conductivity of the smaller nanoclusters. 

However, the simultaneous doping using Fe, Co and Ni may succeed in improving 

the stability of the larger nanoclusters as compared to singular doping. 

Lastly, the electronic charge density differences of the Ni-doped n3-01 nanoclusters 

displayed considerable occurrences of covalent bonding. However, the weaker ionic 

bonding was observed with singular Fe-doping and Co-doping. The Ni-doped 

nanoclusters on the Mn2 atomic position with the highest coordination had the highest 

voltage potential of 3.038 V showing that nickel is indeed the most preferable dopant. 

Fe-doped nanoclusters had the lowest potential below the Co-doped nanoclusters. 

Furthermore, all the doped nanoclusters had an operational voltage range between 

2.7 V and 3.9 V showing their efficacy for energy storage.  

The aims of the study were achieved hence the study can be considered a success. 

Recommendations are made to continue the work towards improving future 

rechargeable batteries.  
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Chapter 1: Introduction 

This chapter discusses the history of manganese dioxide in South Africa for the 

specific use as a cathode material in secondary rechargeable batteries. Particular 

focus will be mainly on the structural properties of the stable polymorph of 

manganese dioxide, i.e., pyrolusite. Furthermore, a brief synopsis on the literature 

and background behind this topic is also given. The aim, objectives, intentions and 

motivations of this study are also detailed in this chapter.  

1.1. Background 

The growing demand for energy worldwide has necessitated an increase in scientific 

research focusing on optimising renewable and rechargeable energy supplies. This 

is done to alleviate the pressure on fossil fuels, which are mainly found on the African 

continent. Moreover, the dependence on fossil fuels as the main source of energy 

and fuel for powering the industrial revolution has contributed immeasurable damage 

to the environment [1]. The inevitable depletion of these fossil fuels has seen an 

increase in their cost and deemed the research into cleaner and higher density forms 

of energy very important [2].  

Many vehicle manufacturers and oil companies have invested a substantial amount 

of resources into the research and manufacturing of new technologies with the aim 

of subverting the ever-increasing pressure on fossil fuels. These endeavours have 

already begun producing results as evident in the production of hybrid electric 

vehicles (HEVs) and plug-in electric vehicles (PHEV) [3]. The focus is mainly on the 

research and development of green energy sources, as well as energy storage 

systems that will have the capacity to store the produced power over an extended 
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period of time and distributing that power efficiently when required [4]. Current 

demands for energy have led to high costs in natural resources needed to produce 

fuel for motor vehicles and electricity production worldwide and in South Africa 

specifically [5]. 

Generally, there are four types of energy storage devices or batteries in existence 

today; primary batteries, secondary batteries, reserve batteries and fuel cells [6]. 

Recent secondary batteries have attracted the most attention as they are 

characterised by high energy density and high-power density. Moreover, they last 

longer and are environmentally friendly, hence their preference in consumer 

electronic devices [7]. However, rechargeable batteries for electric vehicles require 

higher capacities and large serial-parallel numbers.  

Limiting factors affecting the use of rechargeable batteries are problems with their 

safety, production cost, uniformity and durability. This imposes some difficult 

limitations on the wide use of lithium-ion batteries in electric vehicles [8]. 

Consequently, improvements in the energy output and power density of these lithium-

ion batteries are urgently required to meet the rapid development of electric vehicles 

and portable electronic devices. One of the difficulties encountered with improving 

the performance of secondary batteries to meet the increasing requirements for 

energy storage and optimal performance is the production of suitable cathode 

materials [9].  

Cathode materials used in secondary batteries are usually transition metal oxides 

metals, capable of undergoing oxidation since they exist in various oxidation states 

such as 2+, 3+ and 4+. Transition metal oxides such as MnO2 and TiO2 are subject to 

intensive investigations due to their wide range of applications in various fields 
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including solar panels, catalysts, cosmetics, sensors, biomedical industry, optical-

electronic devices, magnetism and rechargeable batteries [10]. The transition metal 

oxide, manganese dioxide (MnO2) contains different allotropic polymorphs denoted 

by α-MnO2 (hollandite), β-MnO2 (pyrolusite), γ-MnO2 (nsutite), R-MnO2 (Ramsdellite), 

ε-MnO2 (Akhtenskite), etc. These polymorphs mostly differ in the way in which the 

manganese atoms are located on the octahedral sites [11].  

MnO2 compounds are interesting as potential materials in secondary batteries due to 

their low cost and toxicity. Pyrolusite (β-MnO2) is regarded as the most stable 

polymorph of MnO2 [12]. The demand for pyrolusite in South Africa began in the mid-

fifties as an oxidising agent for the production of Uranium [13]. In 1973, The Delta 

Manganese mining corporation established a 28 000 t/a electrolytic manganese plant 

at Nelspruit in the Mpumalanga province with the aim of increasing capacity and 

production annually.  

South Africa is home to the highest grades of manganese ores in the world and, 

remarkably nearly 70% of all global manganese reserves are contained in the 

Kalahari Basin of the Northern Cape Province [14]. However, most of the produced 

manganese is exported to other countries for post processing and beneficiation. The 

ferrous metal manganese is an irreplaceable element in current industrial economies 

and it is required in large quantities by all industrialised nations. It is a potentially 

mobile element which occurs in three oxidation states (+2, +3, +4) [15]. 

Despite the abundance of pyrolusite and its indicated use as a cathode material in 

lithium-ion rechargeable batteries, pyrolusite suffers from some structural defects and 

impurities that hinder its optimal use [16]. The dominant defect species in the β-MnO2 

structure are cation vacancies at high oxygen activities and manganese interstitials 
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at low oxygen activities. Increasing the temperature of a system increases the 

chemical activity of the individual atoms thereby increasing the entropy 

(disorder/movement) of the atoms [17]. Recent studies have shown that 

nanostructural refinement can be used to correct the structural defects present in 

other rutile structures [18].  

Materials at the nano scale display physical and chemical characteristics that differ 

from their counterpart bulk systems [19]. Nanostructuring is expected to play a crucial 

role in fabricating the next generation of nano devices. Specifically, nanostructures 

can be used as both building units and interconnectors. They also offer unique 

opportunities to explore the novel optical, mechanical, magnetic and electronic 

properties of materials. The physical and chemical properties of nanostructures are 

determined by their extremely large specific surface area (surface to volume ratio). 

These properties differ essentially from those of the macroscopic phase of the same 

material and depend on the size and shape of the nanostructure [20].  

Several nanostructured MnO2, including nanocrystals of different shapes; i.e., 

nanowires, nanotubes, nanoclusters and nanobelts, have been synthesised for 

potential applications in catalysis, rechargeable batteries, ion-sieves and 

supercapacitors in recent years [21]. Thus, there has been unprecedented efforts 

focused on the synthesis, [22] structure [23, 24], properties [25, 26] and applications 

[27, 28, 29] of nanomaterials. However, some structural features existing at the 

nanoscale are difficult to characterise experimentally in the laboratories. Therefore, 

atomistic computer simulations offer a unique window of exploration into 

nanostructures, particularly the synthesis and stabilities of nanoclusters [30]. The 

great advances achieved in computational resources and experimental tools have 
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had an overwhelming improvement in the quality of research done on nanostructures 

[31, 32]. 

Unit nanostructures having at least one dimension between 1 and 10 nanometres 

with a narrow size distribution are termed nanoclusters. Nanoclusters consisting of 

up to a couple of hundred atoms and larger aggregates containing a thousand or 

more atoms are referred to as nanoparticles. Properties of nanoparticles are 

intermediary to those of bulk materials [33]. Nanoclusters have properties and 

structures which are very sensitive to their composition and size, which leads to new 

and interesting properties contrasting those of the bulk material. Nanoclusters are 

considered to be the transitional state between atoms and nanoparticles. 

Furthermore, they exhibit molecule-like properties due to the gradual emergence of 

discrete electronic states [34].  

Nanoclusters offer the ability to investigate and alter the properties of the material or 

proffer new properties by simply adjusting the size. Nanostructured MnO2 

morphologies, such as nanoclusters can provide a large specific surface area that 

shortens the path of ions and electrons, improving the electrochemical performance. 

The ultra-small size of the nanoclusters results in a large surface area which makes 

interaction with the surrounding particles more efficient [35]. Oxides of MnO2 and TiO2 

nanoclusters are an appealing option for research because of their nontoxicity, 

stability and narrow band-gap which makes them good electrical conductors.  

MnO2 nanoclusters exhibit improved electronic and optical properties compared to 

their bulk equivalents as a result many methods have been developed to synthesise 

the nanoclusters experimentally and to generate them using global optimisation 

techniques [36]. The experimental synthesis of nanoclusters is challenging due to the 
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control of side reactions occurring at the nanoscale whereby the use of computational 

simulation techniques has seen an increased use in shedding light on this field [37].  

The understanding of all possible changes that can occur to the coordination and 

bonds of each atom at the sub-nano scale is important. This understanding goes a 

long way in explaining the changes that occur to the nanoclusters structure when 

exposed to different environmental conditions. Computer simulations offer scientists 

the observe these sub-nano scale atomic interactions. Furthermore, computer 

simulations give experimental researchers the option to save the actual minerals 

while accurately determining the properties of those minerals in question [38].  

The Ontologies of computer simulations in science research 

Computer simulations can be described as methods for investigating systems that 

are best modelled with analytical equations. This systematic process involves the 

selection of a particular model and determining efficient ways of applying them, 

thereafter, making deductions from the data output received and finally validating the 

studied models to the actual physical, target system [39]. Winsberg [40] purported 

that the need for computational simulations is due to the unavailability of data on a 

particular topic of scientific interest. In such cases, computer simulations may be used 

to replace or add on to the information gathered from conventional hands-on practical 

experimentation [41].  

This study seeks to employ a multi-modal approach to address factors that hinder the 

stability and electrochemical activity of manganese dioxide when used as a cathode 

material in secondary batteries. In particular, to investigate the electronic properties, 

the structural stability, the electrical conductivity and the evolution of the manganese 

dioxide nanoclusters as their size is increased from n=2 to n=20 atoms. 
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1.2. Structural properties of pyrolusite (β-MnO2) 

The structure of pyrolusite (β-MnO2) may be described as an infinite chain of edge-

sharing MnO6 octahedral connected to other single chains. The oxygen atoms form 

a slightly distorted hexagonal closed packed (hcp) array, half the closed-packed rows 

of octahedral interstices are occupied by Mn4+ ions. It has a rutile-type, tetragonal 

crystal structure where the anions form coordinated octahedrals around the cations 

as shown in Figures 1 and 2. In the bulk β-MnO2 lattice, each manganese atom has 

six neighbouring atoms and each oxygen atom has three nearest manganese 

neighbours [21].  

Pyrolusite crystallises into the rutile crystal structure with three-coordinate oxides and 

octahedral metal centres. The atomic Wyckoff positions for manganese and oxygen 

atoms are 2a and 4f, respectively. Moreover, it belongs to the ditetragonal dipyramidal 

class (4/mmm - 4/m 2/m 2/m) with the P42/MNM space group. Its density has been 

measured to be in the range of 5.04 – 5.19 g/cm3 [25]. Figure 1 displays the pure β-

MnO2 bulk structure in its natural unit form. 

 

 Figure 1: Pure β-MnO2 structure displaying bond lengths between the 

neighbouring manganese (purple) and oxygen (red) atoms 
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The crystal model of the bulk structure is presented in figure 2 [26]. The lattice 

parameters were found to be a=b= 4.414 Å, c = 2.860 Å and α=β= ɣ = 90.0º, with a 

unit cell volume of 55.56 Å3.  

 

 

The synthetic β-MnO2 is the most stable, stoichiometric isotype and ordered form 

with a tetragonal rutile structure of manganese dioxide. The anion-cation-anion angle 

towards the shared anion-anion edge varies from 75⁰ to 85⁰. The two apical Mn-O 

bonds are longer than the four equatorial bonds (apically elongated) thus resulting in 

the same type of distortion as observed in TiO2 [42].  

The atomic number of manganese is 25 with an oxidation state of +4 in MnO2. 

Oxygen has an atomic number of 8 and an oxidation number of -2, but since oxygen 

exists as a diatomic gas it has an overall oxidation number of -4. This means MnO2 

Figure 2: β-MnO2 bulk structure  
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is a neutrally charged compound due to the equality of the oxidation numbers when 

all summed up. 

1.3. Intentions of the Study  

This study intends to understand the evolution of β-MnO2 structures at the nano scale 

and to mimic their stabilities in an effort to applying them to the macro structures. The 

nanoclusters are generated and evaluated using evolutionary algorithm techniques, 

then they are optimised using different DFT methodologies to produce the most 

efficient and stable nanoclusters of pyrolusite.  

i. Firstly, the interatomic potential (IP) code; the General Utility Lattice Program 

(GULP) [43] is used to refine the original interatomic potentials. Specifically, 

the GULP code is employed within the Knowledge–Led Master Code software 

(KLMC) [44, 45]. These refined potentials are then used to generate and rank 

the MnO2 nanoclusters from n=2 to n=20 atomic numbers.  

ii. Secondly, the density functional theory (DFT) based code; the Cambridge 

Serial Total Energy Package (CASTEP) [27] is used to optimise the generated 

nanoclusters and rank them according to their stability. The NVE ensemble 

[46] is utilised to study the behaviour of the nanoclusters as temperature is 

increased from 100 K to 1500 K.  

iii. Thirdly, other DFT-based codes such as the Vienna Ab-initio Simulation 

Package (VASP) [26, 47], the “Fritz-Haber Institute ab-initio molecular 

simulations” (FHI-aims) software suit [48, 49] and Reflex [50] are used to 

investigate properties of interest from these stable nanoclusters which include 

the density of states (DOS), charge densities and X-ray diffraction patterns 

(XRD).   
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iv. Lastly, the molecular dynamics (MD) based code D-Mol3 [51] is employed to 

evaluate the effect of doping the nanoclusters with iron, cobalt and nickel. 

Furthermore, the Highest Occupied Molecular Orbital-Lowest Unoccupied 

Molecular Orbital (HOMO-LUMO) energy band-gap and the conductivity of the 

nanoclusters will also be calculated using the DMol3 code. 

The β-MnO2 bulk structure and the generated stable nanoclusters are exposed to 

different temperatures with the aim of investigating their tolerance to different extreme 

conditions. Furthermore, the effect of doping is explored to determine the activity and 

stability of the nanocluster structures. This aspect is critical for evaluating the effect 

of natural impurities on pyrolusite when used as a cathode material in secondary 

rechargeable batteries. The dopants under focus in this study are iron, cobalt and 

nickel because they have shown potential when used to dope similar manganese 

oxide structures [52, 53, 54].  

The quest of this study is to establish how conventional interatomic potentials (IP) 

can effectively enhance the β-MnO2 bulk and nanocluster structures to achieve 

reliable data which can be applied experimentally.  

1.4. Motivation for the study 

The rapidly increasing market for portable electronic devices has resulted in a heavy 

demand for secondary batteries with high energy densities such as the batteries in 

electric vehicles (EV) and hybrid electric vehicles [8]. Advanced rechargeable energy 

storage systems are currently highly needed to mitigate current energy shortages 

caused by the depletion of fossil fuels and increasing population numbers [2]. The 

increasing need for high energy density secondary rechargeable batteries has 
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increased the interest in the research, development and manufacturing of new battery 

materials and technologies [7]. Specifically, the onset of continuous electricity cut-offs 

(loadshedding) in South Africa, further highlights the importance of effective energy 

storage devices to mitigate the effects of the regular power cuts.  

Significant advances in materials and devices are necessary in order to realise the 

potential impact of nanostructuring. It is envisaged that the research and development 

of advanced materials may lead to new, cost effective, environmentally friendly, 

reliable and stable energy storage materials. It is widely reported that nanostructural 

stability relies on the targeted size dependent properties that can be exploited for a 

finite period of time considering that all nanostructures are thermodynamically and 

energetically unfavourable in comparison to bulk states [55].  

Furthermore, nanostructured electrode materials feature keenly in the advancement 

of future energy technologies, as they display considerably higher capacities and 

better response rates than traditional materials [56]. The future of batteries relies on 

the creation of multifunctional electrode materials with distinctive nano-architectures 

[9]. In recent studies, MnO2 has been shown to be a suitable cathode material capable 

of improving current performance in rechargeable batteries [57, 58, 59].  

The majority of the previous work focused on the bulk and to a lesser extent on the 

MnO2 nanostructures material [60]. However, converting MnO2 into nanostructures is 

particularly challenging because only near-surface atoms participate in the redox 

reactions with the cations in the electrolyte. Nanostructured electrodes have 

previously exhibited improved capacitance and increased electron mobility in the 

electrode [35]. The potential importance of rutile MnO2 in energy storage and catalytic 

applications has provided further impetus on this research. Combining this 
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information with experimental understanding promises to speed up the research into 

these materials while saving as much of the naturally occurring material as possible.  

The impact of doping on the stability and performance of metal oxides was studied 

previously and showed some considerable success [61, 62, 63]. Doping has been 

shown to create different electrochemically active MnO2 crystalline phases which 

result in the doped MnO2 electrode having a higher charge-discharge reversibility with 

increased specific capacitance [64, 65]. Previous studies have indicated that there 

was less lithium-ion intercalation with the bulk β-MnO2 systems [66, 67].  

Cobalt-nickel composites were shown to improve the capacitance in MnO2 mutli-

walled nanotubes [68]. This necessitates investigating the effect of doping in this 

current study. Specifically, this study will investigate the doping site preferences in 

order to determine the optimal atomic position to perform the doping on. The dopants 

of interest in this study are iron, cobalt and nickel due to their potential as previous 

studies have indicated some promise when they were used in other nanostructural 

investigations [52, 53, 54]. 

It is intended that this study will show that nanostructuring can improve the capability 

of these manganese dioxide systems by shortening the diffusion distance between 

the electrode and the electrolyte [38]. Manganese dioxide has been synthesised as 

various nanostructures, including dendritic clusters [69], nanocrystals [70, 71, 72], 

nanowires [7, 73], nanotubes [74], nanobelts [75] and nanoflowers [59]. Considerable 

success has also been achieved in the computer simulation of MnO2 focusing on the 

nanoparticle, nanosheet, nanorod and mesoporous [76, 77].  

Previous studies [3, 23, 24, 78] have shown that MnO2 is one of the most promising 

cathode materials for application in lithium-ion battery systems.  MnO2 is an electrode 
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material and catalyst that is easier to prepare, cheaper and less toxic to the 

environment. However, this material is also characterised with inherent poor 

conductivity and poor charge/discharge cyclability, which limits their widespread use 

for energy storage [79]. This study aims to investigate novel architectures for the 

smaller sized MnO2 nanoclusters, which could lead to higher energy densities, 

improved conductivity and faster charge/discharge cycles. These are all vital features 

of current and future research in energy storage.  

1.5. Research hypothesis  

Evolutionary algorithm methodologies can be utilised to generate β-MnO2 

nanoclusters. Density functional theory techniques are capable of optimising the β-

MnO2 bulk structure and the generated nanoclusters. Nanostructuring improves the 

stability of the β-MnO2 nanoclusters. Doping improves the stability, electrochemical 

activity and conduction of β-MnO2 nanoclusters. 

Research questions 

i. Which optimisation technique is optimal for the β-MnO2 bulk structure and 

nanoclusters?  

ii. How can the stability and electrochemical activity of the β-MnO2 bulk structure 

and the nanoclusters be enhanced? 

iii. What effect does doping have on the β-MnO2 bulk structure and nanoclusters   

a. Does doping improve the stability of the bulk structure? 

b. How does doping affect the structural integrity of β-MnO2 bulk structure 

and the nanoclusters at high temperatures?  

c. Which doping site and dopant is most preferred?  
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d. Between the two doping techniques employed in this study; virtual 

crystal approximation method and substitution method, which doping 

technique produces the most stable structures? 

e. How does doping affect the electronic behaviour of the nanoclusters 

with regards to the charge-electron transfer?  

iv. How does temperature impact the β-MnO2 bulk structure and the 

nanoclusters?  

1.6. Aim and objectives 

This study aims to investigate the structural properties of the β-MnO2 bulk structure 

and the evolution of the nanoclusters employing DFT and IA. The study will also 

investigate the electronic properties, thermodynamic properties and the effect of 

doping. In particularly, the effect of doping on the  stability, electrochemical activity 

and conductivity on the specified nanoclusters.  

The objectives of this study are to: 

i. Evaluate existing interatomic potential parameters of β-MnO2 and utilise them 

to create and optimise the β-MnO2 bulk structure. 

ii. Generate β-MnO2 nanoclusters using the validated interatomic potential 

parameters with KLMC. 

iii. Determine X-ray diffraction patterns of the β-MnO2 bulk structures and the 

nanoclusters, then compare them with previous studies. 

iv. Determine the effect of doping (with Fe, Co, Ni) on the stability, 

electrochemical activity and conductivity of the stable nanoclusters. 
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v. Determine the structural properties of (β-MnO2)n, n=2-20 nanoclusters using 

DFT techniques, i.e., lattice parameters, atomic coordination and bond lengths 

vi. Calculate electronic properties of the most stable nanoclusters, i.e., total 

density of states, band-gap energies and charge density differences. 

vii. Determine the thermodynamic properties of the β-MnO2 bulk structure and the 

nanoclusters, i.e., the effect of temperature on the stability. 

viii. Determine the charge density differences of a selected stable nanocluster to 

investigate localisation of electrons during doping. 

ix. Calculate and compare the voltage profiles of the bulk structures and the 

doped nanoclusters. 

1.7. Outline 

Chapter 1 gives background information on the use of pyrolusite when used in 

rechargeable batteries. It discusses the structural properties of β-MnO2 and a brief 

introduction about similar studies. Also included in this chapter are the intentions and 

objectives of the study which specify the actual work that was carried out during this 

study.  

Chapter 2 focuses on the literature review; it discusses the methodologies and 

outcomes of previous studies that are related to this current study. Key findings from 

previous studies are discussed to guide the scope and direction of this study. 

Chapter 3 discusses the theory behind the methodologies of the techniques 

employed in this study. Furthermore, all the computational software codes used in 

this study are discussed in detail. The methodologies are the IP, DFT and MD. The 

computational codes are GULP, CASTEP, KLMC, FHI-aims, Reflex and DMol3.  
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Chapter 4 focuses on the stability of the β-MnO2 bulk structure at different 

temperatures. This chapter also discusses the doping of the bulk structure with iron, 

cobalt and nickel, in order to deduce which dopant is preferable and which doping 

technique produces the most stable and compact β-MnO2 bulk structure. 

Chapter 5 focuses on the generation of the β-MnO2 nanoclusters from n=2 to n=20 

atoms. Furthermore, the nanoclusters are optimised using DFT and molecular 

dynamics techniques.   

Chapter 6 is focused on exploring the effect of temperature changes on the stability 

of the selected optimised nanoclusters. The behaviour of the nanocluster at the 

reported melting region of pyrolusite is also analysed. Furthermore, the formation of 

other phases of manganese dioxide at higher temperatures is explored. 

Chapter 7 focuses on the X-ray diffraction patterns of the selected optimised 

nanoclusters. The XRD patterns of the selected nanoclusters are discussed in 

comparison to the XRD bulk structure and relevant previous studies. 

Chapter 8 focuses on the effect of doping on the stability of the selected nanoclusters 

i.e., n3-01. Specifically, the properties in question are the bond lengths, band-gap 

energies and Fermi energies. Furthermore, this chapter also determines the most 

compatible and preferable dopant element for the MnO2 nanoclusters. The dopants 

under focus are Fe, Co and Ni. 

Chapter 9 investigates the electronic charge density differences of the stable 

manganese dioxide nanocluster, i.e., n3-01. The charge density difference of the pure 

undoped n3-01 nanocluster is compared with the singularly doped nanoclusters. 
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Furthermore, the charge density differences of the dual doped n3-01 nanocluster with 

Co and Ni is also explored. 

Chapter 10 presents the summary and Conclusion of the study. It draws out the key 

findings from the analysis and discussions undertaken in the result chapters (4-9) to 

make substantive conclusions on this study. Furthermore, recommendations are 

made for future research based on the findings from this study. 

A reference section follows after the recommendations. This acknowledges in full, all 

the literature, sources and references used in this study.  

Lastly, the appendix section is found at the end of thesis. Appendix A and B contain 

all the structures and data generated from this study. Appendix C contains all the 

major presentations at national and international conferences, publications and 

achievements garnered during the study. 
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Chapter 2: Literature review 

This chapter surveys and reviews scholarly sources in this field and provides an 

overview of previous and current knowledge. This allows the authors to identify 

relevant theories, methodologies and gaps in the existing research [80]. In particular, 

the focus is on the advancements made in the production and performance of 

rechargeable batteries over the years. The literature review centres on the challenges 

and improvements made in metal oxide nanostructures for use in secondary 

batteries, specifically manganese dioxide cathode batteries. Previous research 

articles with similar interests and relatable objectives are reviewed to guide the 

direction and execution of this study.  

2.1. Evolution of batteries 

A battery or an electrical cell is a device that generates electrical energy from a 

chemical reaction. It is composed of a positive electrode, negative electrode, an 

electrolyte, a separator and an ionic conductor. In 1774, while employed at the Royal 

school as a professor of physics in his native Como, in Italy; Alessandro Volta 

invented the electrophorus, which produced static electricity. He later designed the 

voltaic pile which served as the foundation for a great deal of early scientific research 

into the generation of electricity [81].  

There are generally four types of batteries in existence today: primary batteries, 

secondary batteries, reserve batteries and fuel cells. Primary batteries are used 

once then discarded and cannot be recharged. They are extremely uneconomical 

because they produce only about 2% of the power used during their manufacture. 

Primary batteries are used in household appliances such as toys, flashlights and 
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radios which do not require special disposable methods [6]. An example of a primary 

battery is the alkaline/manganese dioxide battery.  

Secondary batteries are simply rechargeable batteries. Encouragingly, they can be 

recharged after depletion to their original pre-use condition by passing current 

through the circuit in the opposite direction to the current flow during discharge. They 

have the advantage of being more cost-effective over the long-term although the 

individual batteries are more expensive than primary batteries. Some examples of 

these batteries are the lithium-ion batteries, used in power tools, laptops, mobile 

phones, cameras. This study focuses on the cathode component of this rechargeable 

batteries. Specifically on manganese dioxide as the core material in the cathode for 

its intended use in secondary batteries.  

The third battery category is the reserve battery. This battery structure is commonly 

observed in thermal batteries where the electrolyte is kept inactive in a solid state 

before the melting point of the electrolyte is reached hence allowing ionic conduction 

and activation of the battery. Same as the primary batteries, most reserve batteries 

are used only once then discarded. They are used in timing, temperature and 

pressure sensitive detonation devices; found in missiles and other weapon systems.  

Fuel cells represent the fourth category of batteries. Fuel cells differ from other 

battery systems because they possess the capability to produce electrical energy as 

long as active materials are provided to the electrodes. A well-reported application of 

fuel cells is in cryogenic fuels used in rockets and space crafts [82, 83]. 

Currently, conventional secondary batteries are inadequate to meet the demands 

placed on them, therefore advanced materials with high capacity and fast 

charge/discharge are critical for the next generation of secondary batteries [84]. 
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Previously, various transition metal (Mn, Co, Cr and Ni) oxides were investigated as 

possible cathode materials for future batteries. Conventional battery systems have 

significant disadvantages that hinder their use. For example, the LiCoO2 cathode that 

is predominantly used in lithium-ion batteries is expensive and difficult to dispose due 

to its high level of toxicity. Consequently, nanostructured lithium manganese-based 

oxides such as LiMn2O4 are studied extensively in order to replace the LiCoO2 

electrode material. However, the disadvantage of LiMn2O4 lies in the slow dissolution 

of manganese ions in the electrolyte during charge cycling. Compared to LiCoO2, 

MnO2 systems have several advantages, i.e., less toxicity, greater abundance, 

availability, better thermal stability and lower cost [7, 56].  

The quest for safer, cheaper and more efficient energy storage materials has 

necessitated the considerable research on manganese oxides and their extended 

surfaces [85, 60]. There has been an increased interest in manganese dioxide 

nanostructures for their potential applications in rechargeable lithium-ion batteries. 

Nanostructuring of MnO2 has brought new ideas into the improvement of existing 

battery systems [86]. Several experimental methods such as thermal decomposition, 

electrochemical deposition, sol-gels and molten salts have been developed to 

synthesise MnO2 nanostructures. However, the experimental organisation of MnO2 

nanostructures including nanowires, nanorods, nanoneedles, nanobelts and 

nanosheets into hierarchical super structures still remains a challenge [87].  

The low-temperature hydrothermal method was employed experimentally to 

synthesise uniform nanoclusters of γ–MnO2. Li ions were treated with MnO2 

nanoclusters without any intercalation to further investigate the effect of lithium ions 

on the morphology, particle size and charge/discharge behaviours of the synthesised 

MnO2 [88]. It was reported that the solid-state treatment can change the morphology 
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and particle size of γ–MnO2 nanoclusters, without considerable change in the phase 

composition. The sensitive control of morphologies, reactions, sizes, architectures 

and patterns of the nanocrystals have become a central theme in material sciences 

since these parameters are very key in determining their physical characteristics.  

Low-dimensional nanostructures have garnered more attention because of their 

novel electrical, magnetic, optical and catalytic properties. Bruce et al. [89] 

demonstrated the chemistry of nanomaterials for future research on rechargeable 

lithium-ion batteries. Their study showed that future generations of rechargeable 

lithium-ion batteries could exhibit higher energy capacities that depend crucially on 

the use of nanostructured materials as electrodes and electrolytes. The ultimate 

expression of the nanoscale in rechargeable lithium-ion batteries is the formation of 

3D nano-architectured cells.  

Previous studies on bulk β-MnO2 showed no significant lithium-ion intercalation [67]. 

Moreover, the mesoporous and needle-like MnO2 nanostructures exhibited good 

lithium intercalation with high capacities of up to 320 mAhg-1 and good cycling 

stability [23, 60, 90]. Furthermore, the pore size and wall thickness of the 

nanostructures have been shown to improve the rate capability [91].  

2.2. Metal oxide nanostructures 

Transition metal oxides are an integral group of materials based on to their varying 

mechanical, electronic and chemical properties. They are important because of their 

stability at elevated temperatures. Transition metal oxide electrode materials have 

drawn great and extensive research attention due to their large specific capacitance, 

resulting from fast and reversible redox reactions at the surface of active materials 

[92]. Nanostructured transition-metal oxides are expected to enhance the rate 
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capability of cathode materials because of their remarkably higher effective interfacial 

area between the nano-sized metal oxide and the electrolyte and its shorter lithium 

diffusion distance during the charge/discharge cycle [93].  

Titanium dioxide exists in various polymorphs (rutile, anatase and brookite). These 

polymorphs have been widely investigated as a lithium-ion battery materials, due to 

their advantages in terms of cost, safety and rate capability [94, 95]. TiO2 is 

isostructural to MnO2 and favours lithium insertion as a host electrode material with 

good lithium-storage capacity. Hence, it is considered as a promising electrode 

material for lithium-ion batteries due to its induced cycling stability and safety against 

overcharging [96].  

The electrochemical performance of TiO2 electrode materials strongly depends on 

their surface area, crystallite size and shape [97], hence the need for nanostructuring 

to improve structural stability. As a result, TiO2 nanostructures have been favourably 

reported as good electrode materials with favourable rate performances for lithium-

ion batteries [98, 99, 100].  

Among the mesoporous transition metal oxides, crystalline titanium dioxide with a 

high surface area is a favourable material due to its well-reported activity in catalytic 

reactions [101]. Mesoporous TiO2 exhibited high charging/discharging capabilities 

and remarkable stability. Moreover, it displayed excellent extraction capabilities and 

high de-insertion properties [102]. The stability of the TiO2 nanostructured materials 

further highlights the potential of rutile polymorphs of transition metal oxides as 

electrodes in lithium-ion batteries [103].  

Pan et al. [104] investigated one-dimensional SnO2 nanostructures for use as an 

anode material in lithium-ion batteries. The study reported that the abrupt capacity 
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fading caused by volume variation in the bulk material could be effectively reduced 

when operating at the nanoscale level. Furthermore, this yielded a higher theoretical 

capacity and higher operating voltage as compared to traditional carbonaceous 

anode active materials. The self-catalytic SnO2 nanowires in particular, provided 

more reaction sites on the surface and enhanced the charge transfer in the 

electrochemical reactions. Additionally, the SnO2-based heterostructures are a very 

promising strategy to achieve a higher-power and a higher energy density when used 

in lithium-ion batteries.  

Hamad et al. [22] studied the effect of nano-structuring on the photochemistry of TiO2 

using a combination of simulated annealing techniques, i.e., Monte Carlo Basin 

Hopping simulation and Genetic Algorithms methods. The techniques provided the 

global minima of small (TiO2) n=1-15. The stable structures were then refined by DFT 

techniques. The results from the two techniques correlate fairly well, although the 

interatomic potentials methods were unable to describe some subtle effects. The 

produced global minima subset consisted of compact structures, with titanium atoms 

reaching a higher coordination rapidly as the size of the nanocluster increased.  

Chibisov et al. [105] used DFT-based techniques to investigate the atomic structure 

and elastic properties of titanium nanowires. They utilised the GGA with spin 

polarisation to relax the atomic structure until the interatomic forces were less than 

0.005 eV/Å. It was determined that the value of the Young’s modulus for the titanium 

nanowire was three times greater than the value reported for the bulk material. This 

showed that the nanowire was proven to be more stable and ductile as compared to 

the bulk material. 
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2.3. MnO2 nanostructures 

Previous studies have shown that nanostructuring has the capability to improve the 

performance and storage properties of rutile MnO2 when used in lithium-ion batteries, 

supercapacitors and as catalysts in lithium-air batteries [57, 58, 59, 60, 106]. Thus, it 

has been established that battery performance is highly dependent on MnO2 

morphologies and crystallographic forms. However, mechanisms for improved 

performance are not fully understood, particularly at the atomic and nano scale.  

Subramanian et al. [57] investigated MnO2 nanostructures with the emphasis on 

structural, morphological, compositional and electrochemical properties in electrode 

materials. Qiu et al. [107] synthesised MnO2 nanostructures by hydrothermal 

treatment and investigated their catalytical and electrochemical properties. Cheng et 

al. [76] synthesised MnO2 nanostructures of different crystallographic types and 

crystal morphology via a facile hydrothermal route and investigated their 

electrochemical properties as active cathode materials in primary and secondary 

batteries. Their studies showed improved performance of MnO2 nanostructured 

electrodes when compared to other compounds experimentally.  

Kalubarme et al. [108] synthesised MnO2 nanorods by hydrothermal method, where 

different morphologies were obtained. Effects of the crystal structure of MnO2 on the 

catalytic activity for O2 reduction were investigated. They displayed a good catalytic 

activity for oxygen reduction when used in a non-aqueous medium for a Li/O2 battery. 

Tang et al. [109] showed that manganese dioxide and its composite materials 

delivered high-rate capability, excellent capacitance and a superior charge/discharge 

cycling stability when applied in battery systems. 
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Sugantha et al. [3] synthesised manganese (IV) oxide nanorods and nanofibers of 

varying dimensions by combining a sol–gel synthetic route with a template-based 

nanofiber fabrication. Diffraction studies and inductively coupled plasma analysis 

indicated that the product formed was an α-MnO2 polymorph which crystallised into 

a hollandite-type structure. The discharge capacity during charge/discharge cycles of 

the Li/MnO2 cells showed higher values compared to that of bulk α-MnO2. This 

behaviour was attributed to the large surface area of the nano-sized electrode 

material.  

Previous studies on rutile MnO2 applications in supercapacitors showed some 

limitation in success when using bulk crystallites, which delivered capacities of 

approximately 9 Fg−1 [110]. However, Zang et al. [111] demonstrated that the 

formation of nanostructured particles dramatically enhanced the capacitance to 294 

Fg−1. In particular, this showed that nanostructuring does indeed show considerable 

success in the quest for improved capacitance and conductivity.  

Sayle et al. [23] used computer simulation techniques to predict the electrochemical 

properties of MnO2 nanomaterials for use in rechargeable Li-ion batteries. It was 

established that to maximise the electrochemical properties: (i) the β-MnO2 host 

should be symmetrically porous, (ii) heavily twinned and (iii) the critical wall thickness 

should lie between 10 and 100 nm for β-MnO2 and greater than 100 nm for α-MnO2. 

These findings explain why certain nano-formations of MnO2 are electrochemically 

active, while others are inactive. Specifically, this showed that properties of MnO2 

nanostructures can be fine-tuned to desirable preferences differing to the bulk 

(parent) material by simply altering the size of one or more dimensions in the nano 

scale [23]. 



26 
 

Tompsett et al. [16] computationally investigated the electronic structure of rutile β-

MnO2 surfaces using DFT based techniques. Their studied showed a preferred 

configuration toward a rod-like structure. This was noted as important for the 

formation of nano-morphologies showing promising electrochemical performance as 

battery cathodes, oxygen reduction catalysts and supercapacitors. In addition, it was 

established that the surfaces of the nanostructured rutile MnO2 were electronically 

conducting contrasting those of the bulk material, which were reported to be insulating 

[24, 16].  

Kong et al. [112] found that nanostructuring of MnO2 created surface and edge 

structural distortions, characterised by emerging unsaturated surface ions. The ions 

are highly mobile and can easily migrate to form new bonds with neighbouring ions. 

Moreover, they reported that MnO2 nanostructuring weakens the charge transfer 

between Mn and O ions located at the outer layers, thus bringing in more reductive 

Mn ions which enable oxygen vacancy formations. This ultimately enhances the 

catalytic activity of manganese oxides. 

2.4. Simulated nanoclusters 

The ground state of (SiO2)n nanoclusters ranging from n=2 to 27 were predicted by 

extensive global optimisation searches using the Monte Carlo-Basin Hopping 

algorithm technique by Catlow et al. [113]. The technique is considered to be one of 

the least hindered global optimisation methods with respect to the specific topology 

of the potential energy surface. The reported silica nanoclusters formed four-

coordinated tetrahedral networks with a high structural complexity. Clusters 

consisting of two-ring chains terminated at either end by a silanone group, were 



27 
 

discovered to be dominant in the make-up of the most stable structures of (SiO2)n up 

to n=6 atoms. 

Iwaszuk et al. [114] investigated the photocatalytic behaviour of TiO2 using first 

principles techniques. They performed DFT simulations on the TiO2 rutile (110) 

surface modified with TiO2 nanoclusters ((TiO2)n: Ti5O10, Ti6O12, Ti8O16, Ti16O32, 

Ti30O60), with diameters reaching up to 1.5 nm. This cluster size is readily achievable 

experimentally. Furthermore, it was determined that the clusters adsorbed strongly at 

the surface giving adsorption energies from -2.7 eV to -6.7 eV. The valence and 

conduction band composition of the heterostructures favoured spatial separation of 

electrons thus giving improved photocatalytic properties.  

Nagarajan et al. [115] investigated the nanostructures of cubic and monoclinic phases 

of zirconia nanoclusters which were optimised using the B3LYP/ LanL2DZ basis set. 

The stable (ZrO2) n=1-8 nanoclusters were generated through data mining plausible 

(TiO2)n structures by global optimisation techniques. Their structural stabilities were 

determined from various electronic properties (including HOMO–LUMO band-gaps, 

ionisation potential and electron affinity), chemical hardness and chemical potential. 

A greater amount of energy was absorbed or released only in the cationic state of 

zirconia nanoclusters. It was reported that there was no significant energy absorbed 

or released by the remaining states in the ZrO2 nanoclusters.  

Gould et al. [116] studied segregation effects on the properties of (AuAg)147 

nanoclusters using empirical potentials utilising an atomic-swap basin-hopping 

search technique to optimise the elemental distributions. The lowest energy structural 

arrangements were then re-minimised using DFT. The force-field calculations 

showed that Gold (Au) atoms preferentially occupied sub-surface positions in the 
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bimetallic structures. Au was found to favourably occupy sub-vertex positions within 

the alloy nanoclusters, as this maximised stronger Au–Ag interactions. However, at 

the DFT level, an Ag core surrounded by an Au shell was energetically favoured. The 

electronic charge densities were drawn more readily when Au atoms were positioned 

on the nanocluster surface resulting in a partial negative charge. Both structures were 

assumed to be energetically stable due to the slight differences in their binding 

energies and covalency.  

The structures and electronic properties of TinV(n=1-16) clusters were investigated 

by Rodriguez-Kessler et al. [117] using first principles calculations employing the 

generalised gradient approximation. Their study showed that the TinV clusters 

favoured compact spherical structures with similar conformations to the pure Ti 

clusters. Their calculations indicated that the vanadium atoms remained on the 

surface for atomic numbers less than 8 (n<8) and equal to 16 (n =16) while for n = 9 

– 15, the vanadium atoms occupied the endohedral position.  

Furthermore, the Ti6V, Ti12V and Ti14V clusters were found to be more stable which 

is consistent with pure Ti clusters of the same size. It was also discovered that an 

increase in the average binding energy occurred when a single V impurity was added 

on to the Tin clusters for n = 12, suggesting that the Ti12V cluster favours the 

encapsulation of the V-dopant atom. These results motivated the investigation of 

other bimetallic clusters, which may offer opportunities for tuning the electronic 

properties for appropriate and specific purposes. 

Meng-Hsiung et al. [118] investigated the thermodynamic properties of titanium 

dioxide (TiO2)n (n=1-6) nanoclusters using first-principle molecular dynamics (MD) 

simulations. The configurations of the TiO2 nanoclusters were generated by the fast 
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inertial relaxation engine algorithm. The derived structures were further refined by 

DFT to correct any subtle defects in their atomic configurations. The variation of the 

internal energies was used to indicate the occurrence of a phase change for (TiO2)n 

(n = 1–6) nanoparticles with increasing temperature. For n=3, three different structural 

transforms for the motion of oxygen atoms were observed at temperatures between 

1150 and 1600 K. However, no apparent structure transition was observed for n > 3 

because of the symmetric shapes and their higher bonding energies. 

The effect of pressure on the thermodynamic and structural properties of Ag-Pd 

nanoclusters was previously investigated by Akbarzadeh et al. [119]. The molecular 

dynamics simulations were performed in a canonical ensemble (NVT) using the 

Nose-Hoover thermostat, the time step of the MD simulations was set at 0.001 ps 

with a relaxation time of 1 ps. The cluster was more stable when the Pd atoms were 

located in the core and the Ag atoms in the shell of the cluster. This was attributed to 

the larger size and smaller cohesive energy of the bulk Ag as compared to the bulk 

Pd. The energy results indicated that the Pd@Ag nanocluster was more stable than 

the Ag@Pd cluster at different pressures and also, the surface energy of both clusters 

increased with increasing pressure. 

Escher et al. [120] used evolutionary algorithm (EA) techniques to study the 

thermodynamically stable structures of barium oxide nanoclusters (BaO)n (n = 4 – 18 

and n=24. The global minima clusters with 8, 10 and 16 formula units were more 

stable relative to their neighbour sized clusters and other local minima configurations 

of the same size. Lazauskas et al. [121] carried out a genetic algorithm exploration 

on the tight-binding interatomic potential energy surface for Tin (n = 2-32) 

nanoclusters. The energetically stable candidate nanoclusters were further optimised 
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with the PBEsol exchange-correlation functional and the PBEsol0 hybrid functional. 

The results indicated that non-zero spin moments persisted to larger sized clusters 

and magnetic moments of the lowest energy structures for n = 18, 25, 26 and 27 had 

an overall spin moment of 1 ħ.  

2.5. Doping of nanostructures 

The effect of doping on the stability and electrochemical activity of metal oxides has 

been studied intensively throughout the years [61, 62, 63]. The studies showed that 

doped-manganese oxides could be used as suitable electrodes in rechargeable 

batteries. Vilas Boas et al. [122] recommended the use of doped electro-catalysts as 

they presented a higher performance than the reported state of the platinum-carbon 

catalyst. This was confirmed by Zn-air mini battery tests which showed a higher 

power density than a conventional MnO2 carbon catalyst. The electrochemical results 

of Bismuth and Cerium doped MnO2 showed a higher conductivity as proven by the 

formation of nanorod structures with lower band-gap energies. 

Shalini et al. [123] investigated the effect of dual doping on the nanostructured TiO2 

which was formed using the hydrothermal method. It was reported that the dual doped 

TiO2 showed an improvement in the efficiency value by 6% and exhibited an improved 

performance of 2.4 %. Rudra et al. [124] studied the effect of doping metal oxides 

using a transition metal similar to this current study. They used manganese as a 

dopant for the nanostructured 3-D nano-root network of zinc oxide. Their study 

showed a successful agglomeration of the ZnO nanoparticles as the Mn content was 

increased.  



31 
 

Liu et al. [125] studied the doping of manganese dioxide where the transition metal 

Tungsten (W) was successfully doped on δ-MnO2. The substitution of Tungsten (W6+) 

with manganese in MnO6 groups reduced the chemical valence of Mn. Moreover, this 

resulted in the adsorbed surface oxygen species being more active which achieved 

an efficient and stable activity. Previous studies have shown that doping creates 

different electrochemically active MnO2 crystalline phases which results in the doped 

MnO2 electrode having a higher charge/discharge reversibility with increased specific 

capacitance [64, 65, 66]. 

Jadhav et al. [126] investigated the doping of manganese dioxide hierarchical 

nanostructures with cobalt in the quest of enhancing their pseudo-capacitive 

properties. Their study successfully displayed an overall improvement in the 

electrochemical performance of manganese dioxide nanostructures by fine-tuning the 

structure of the partially co-doped manganese dioxide using the facile hydrothermal 

method. In particular, a 5% increase in the specific capacitance was achieved with 

the co-doped manganese dioxide sample as compared to the pure undoped 

manganese dioxide electrode.  

Lee et al. [62] investigated the doping of a metal oxide using another transition metal 

whereby manganese was the dopant for TiO2 nanocluster complexes. The bond 

lengths between Mn-O shortened as compared to the parent complex of Ti-O bonds. 

The most stable nanostructures typically had the introduced Mn at lower coordinated 

positions and some of the Mn-O bonds broke in order to maintain that low 

coordination. The HOMO–LUMO band-gap decreased significantly due to Mn doping 

showing that manganese was a suitable dopant in the quest to form and maintain 

compact structures with smaller bond lengths even at elevated temperatures. This 
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shows that transition metals will be suitable dopants for doping the MnO2 

nanoclusters in this current study. 

The cuboid-like cobalt nickel phosphate/MnO2 multi walled carbon nanotubes were 

studied for application as binder-free electrodes for high-performance 

supercapacitors by Wang et al. [68]. The composite showed the best capacitance 

when the mass ratio of MnO2 to MWCNT was 1:1 with the total doping amount of 

3.9% using 3 mol/L KOH as the electrolyte. These further shows the importance of 

doping on improving the stability and electrochemical performance of manganese 

dioxide nanostructures. Nickel, cobalt and iron have shown remarkable potential 

when used as dopants in other nanostructure complexes [52, 53, 54] hence they will 

be investigated further in this study as the selected dopants. 

2.6. Electronic properties of nanostructures 

Electronic properties are of importance in materials science because they help in 

classifying the type of material under investigation, i.e., a metal (conductor), semi-

conductor or an insulator. Hence electronic properties offer insight into the conduction 

and bonding behaviour of atoms. Electronic properties that were of concern in this 

current study were the Fermi Energy (EF) and band-gap energy, binding energy (EB) 

and the electronic charge density differences. Electronic properties of bulk materials 

and nanostructures are dominated by the movement of electrons during the bonding 

and anti-bonding of atoms as stipulated by the packing conditions (space group, 

symmetry and the approximate atomic conditions [127].  

Jassem et al. [128] investigated the effect of temperature changes on the structural 

and electronic properties of manganese oxide nanoparticles. Their study showed that 
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different phases of manganese dioxide are formed at different temperatures and they 

also showed how the optical band-gap differed between these phases. The tetragonal 

MnO2 was formed and stabilised at 800 ⁰C. It is thus vital to observe the behaviour of 

the current study’s nanoclusters around the 800 ⁰C region for presence of any new 

phases. 

Krawczuk et al. [129] analysed electronic charge densities to gain insight on the 

nature and role of intermolecular interactions involved during the doping of materials. 

Their study showed that some important properties can be deduced from the electron 

densities using Hirshfeld analysis [130] and Mulliken atomic populations [131]. The 

electron delocalisation indices that measure the number of electron pairs shared by 

atomic basins were used to describe the covalency of the intermolecular bonding.  

Charge densities provide valuable insight on the subtle features due to polymorphism 

in nanocrystals. Charge density differences are inherently aligned with X-ray 

diffraction and density of states calculations. Particularly to visualise the electronic 

distributions that occur due to the localisations of electrons during the formation of 

intermolecular covalent bonds. This aids in the classification of solids through 

topological analysis as either conductors, semiconductors or insulators [132].  
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Chapter 3: Methodology 
 

This chapter discusses the theory and the techniques employed in this study as well 

as all the computational software codes used. The background on the techniques is 

discussed along with the advancements that have been done over the years to bring 

the techniques to their current level of functionality. 

In this study, MnO2 nanoclusters were generated using different sets of interatomic 

potentials, i.e., Buckingham and Lennard-Jones potentials. These nanoclusters are 

then analysed and compared to determine which potentials produce the more stable 

nanoclusters. The stability of the MnO2 nanoclusters was further investigated using 

DFT methods [133, 134]. The DFT methods are employed to verify the reliability of 

the first stage (IP) calculations by probing the nanoclusters.  

It is critical for the potential based calculations to be validated by DFT methods 

because the accuracy and precision of previous IA calculations were not satisfactory 

[135, 136]. In addition to refining and verifying the stability of the nanoclusters, the 

DFT methods were also used to determine the structural, physical and electronic 

properties of the most stable nanoclusters. The next section gives a detailed 

discussion on the evolutionary algorithm approach, followed by the density functional 

theory methodology and the molecular dynamics method.  

Ground state energies of the nanoclusters are calculated using interatomic potential 

methods and electronic structure techniques i.e., CASTEP, Reflex, DMol3. The 

interatomic potential method is computationally less costly and enables for large 

numbers and sizes of nanoclusters to be explored. Disparagingly, they have a 

number of limitations and discrepancies which may result in inaccurate results. 
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Combining IP methods with density functional theory (DFT) has yielded some 

promising and insightful results in other investigations [137, 138].  

IP methods are used in the initial stages to generate and explore the range of cluster 

sizes and structures. DFT methods are then used in the latter stages to refine the 

energy ordering, optimise the structures of a selected subset of nanoclusters and 

calculate their properties. Thus, those found to be low in energy (local minima 

clusters) from the IP calculations, also referred to as “first stage” are subjected to 

further calculations in the second stage using other techniques to refine the structures 

and validate their order of stability [120, 121]. 

3.1. Evolutionary algorithm  

The evolutionary algorithm (EA) technique is a method that has been successfully 

applied in many fields such as functional optimisation, machine learning, procession 

control, economical evaluation, etc. [28, 29]. This kind of algorithm has been used 

successfully on atomic structure simulations and produced satisfactory results 

compared to other techniques. The fundamental theory behind EA simulates natural 

selection through a process similar to ‘survival of the fittest’ and this produces stable 

candidate structures [139, 140].  

The EA process manages the evolution of clusters in different environments where 

the stronger and more adaptable cluster species survive and thrive while the weakest 

clusters are disregarded and discarded. This method avoids many problems 

associated with a single starting point by setting up a population of candidate clusters. 

Over numerous iterations, the quality of the candidate structures improves up to a 

point where one of the candidates generated is the desired “best-fit” structure referred 
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to as the global minima and the other potential structures are called the local minimas 

[30].   

The EA is applied through a ‘Genetic Algorithm’ (GA) based upon a multi-stage 

approach where probable approximate structures are generated. Subsequently, 

these probable structures are then relaxed using local optimisation routines within the 

GULP code [141, 43] to minimize their lattice energies. Recently, hybrid approaches 

have been adopted using GA and Monte Carlo Basin Hopping (MBCH) methods to 

predict stable structures for small-sized inorganic nanoparticles [142].  

The GA typically spends over 90% of the computing time on scanning and evaluating 

the quality of the trial structures. The relationship between quality and ground state 

energy implies that the lower lattice energy for a trial structure implies it is the better 

candidate. Even with the recent improvements in computational resources and 

advances in software, the simplest way to calculate the lattice energy has still proven 

to be too expensive. Hence, state of the art research is necessary to improve the cost 

effectiveness of this approach [143]. The multi-stage approach implemented in this 

study was developed in accordance with ZrO2 nanoclusters determined by Woodley 

et al. [139] and Walsh et al. [140] for (In2O3)n nanoclusters. 

Figure 3 details the evolutionary algorithm approach for the global optimisation 

procedure covering all the stages employed in searching for the local minima and 

ultimately the global minima structures in this study. The 20 lowest energy candidate 

structures as measured by their energy of formations are selected after each EA cycle 

for a given atomic size (i.e., n = 1, 2, 3 … 20) to predict the stable and low-energy 

atomic configurations.  
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Figure 3: Flow chart of the multi-stages used to investigate the nanoclusters of 

(MnO2)n. Each rectangle represents an input/output for the codes employed: a script 

that calls GULP in stages 1 and 2, FHI AIMS in stages 3, 4 and 5 and lastly CASTEP in 

stage 3 and 5 [139, 140]  

In stages 1a and 1b, EA relaxes all the newly created structures (whether through 

breeding or randomisation) in a two-step process. Firstly, the rigid model (1a) followed 

by the shell model (1b) according to the selected IP. The set of chosen structures 

from stage 1 are then refined using standard local optimisation techniques at the 

second stage. Stage 1 and 2 are implemented within KLMC. Stage 3 and 4 are 

performed using DFT platforms, FHI-aims [48]  and CASTEP [27]. Furthermore, the 
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selected stable nanoclusters are subjected to geometry optimisation in order to 

investigate other subtle effects usually not identified by atomistic IP methods [144].  

3.2. Atomistic potentials model 

The IP method has been proven to be beneficial in structure determination, it is 

usually less computationally demanding, both in computing time and memory storage 

requirements [145]. The IPs used within GULP code are based on the Born model of 

ionic solids [146]. This model assumes that the energy and its derivatives can be 

defined as the summation of the atomistic interactions occurring within the crystal 

system. In particular, this includes the total net force acting on the individual atoms 

due to the other atoms as explained by their short range and long-range interactions. 

The interaction energy between the ions is given by  

 𝜙𝑖𝑗 =  
1

4𝜋 0  
 
𝑞𝑖𝑞𝑗

 𝑟𝑖𝑗  
+ 𝜓 (𝑟𝑖𝑗).      (3.1) 

The term (ϕij) represents the long-range Coulombic interactions between particle i 

and j, 휀0 gives the permittivity in free space, qi and qj are the ionic charges, rij gives 

the interatomic distance. The term, 𝜓 (𝑟𝑖𝑗) describes the short-range interactions 

between ions including the repulsion due to the charged electron clouds and the 

attraction due to the Van der Waals forces. The total interaction energy of the system 

can be written in terms of the atomic positions as follows 

 𝜙𝑖 =  ∑ ∑
1

4𝜋 0  

𝑁
𝑗

𝑁
𝑖  

𝑞𝑖𝑞𝑗

 𝑟𝑖𝑗  
+ ∑ ∑ 𝜓 (𝑟𝑖𝑗)𝑁

𝑗
𝑁
𝑖 + ∑ ∑ ∑ 𝜓 (𝑟𝑖𝑗𝑘)𝑁

𝑘
𝑁
𝑗

𝑁
𝑖  , (3.2) 
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where i ≠ j ≠ k. The contribution of the point-charges to the electrostatic potential 

decays with 1/r. The other terms of equation (3.2) describe the short-range 

interactions, which converge much faster and are thus usually calculated by a simple 

summation [147]. 

Stable local minimas on the energy landscape of formation are defined by interatomic 

potentials (IPs) found by employing a number of global optimisation algorithms [143]. 

Implementation of the IPs has been shown to reduce the computational cost incurred 

when locating plausible structures. This is discussed further in the next section of the 

methodology chapter. Searching landscapes based on IPs has been successfully 

applied to finding a wide range of bulk metal oxide phases [137, 138]. Similar 

techniques were also applied successfully to nanoclusters [148, 140].  

The IPs are typically fitted in an effort to reproduce the structures and properties of 

the bulk phases. This could be one of the causes in the changing of the stability 

rankings for the clusters. Finally, the plausible structures are then refined using 

various DFT approaches.  

3.2.1. Long range interactions  

The charged particle i in equation (3.1) interacts with all other charged particles 

through long-range electrostatic interactions in the simulation crystal box. The 

Coulombic contribution 𝜙𝑖 to the interaction energy is given by  

 𝜙𝑖 =
1

2
 (

1

4𝜋 0  
) ∑ ∑ ∑

𝑞𝑖𝑞𝑗

| 𝑟𝑖𝑗+𝑛𝐿| 

𝑁
𝑗=1

𝑁
𝑖=1𝑛  ,    (3.3)  

where L represents the vectors reflecting the periodicity of the simulation crystal box 

over the summation of n as an ordered triple integer to defines the periodicity of the 
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structure in the simulation cell. 𝑞𝑖 and 𝑞𝑗 represent the charges on particles i and j, 

𝑟𝑖𝑗 is the interatomic distance and 휀0 gives the permittivity in free space. The 

summation in equation (3.3) is slow to converge due to the 1/r term hence a quicker 

convergence and a more reliable scheme is required such as the Ewald Summation 

discussed below. 

Ewald Summation 

The Ewald Summation [149] is a preferred technique for calculating the electrostatic 

interactions in periodic systems between the ions and all its infinite periodic images. 

The Ewald summation method assumes every particle with a charge 𝑞𝑖 is surrounded 

by a spherical symmetric charge distribution of an opposite sign which cancels 𝑞𝑖 

and is usually expressed with  a Gaussian distribution as …   

 𝜌𝑖 =  −𝑞𝑖 (
𝛼

𝜋
)

3 2⁄

exp(− 𝛼𝑟 2) ,      (3.4) 

where α denotes the width of the distribution and r represents the position relative to 

the centre of the distribution. Therefore, only the fraction of qi contributes to the 

electrostatic potential due to the particle i. This fraction rapidly converges to zero at 

long distances and the screened interactions resemble those of the short-ranged 

interactions. Hence, the electrostatic interactions between these screened charges 

can now be calculated by direct summation in real space [150]. 
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3.2.2 Short range interactions 

Shell Model Potential 

The shell model was developed by Dick et al. [151] and it was it created to incorporate 

the polarisation of the atoms. This model of an ion is described by a core and shell. 

The core contains all the mass of the ion and it is attached to the shell by a harmonic 

spring with a certain spring constant. The core determines the position of the ion. The 

shell does not have any mass and it models the electronic charge density cloud. The 

total charge of the ion is shared between the core and the shell. The core has a 

positive charge and the shell has a negative charge; however there exists potentials 

for highly oxidized cations that have positive charges on the shell.  

 

 

 
Figure 4: Schematic representation of the shell model [157] 
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The electronic polarizability of the ion, α, is related to the shell charge, Y and the 

spring constant k, by the following equation 

𝛼 =  
𝑌2

𝑘
       (3.5)   

The parameters Y and k are obtained by empirical fitting to dielectric constants, 

elastic constants and/or phonon dispersion curves. The disadvantage with the shell 

model is that the number of species is doubled hence the calculations become 

computationally expensive.  

The short-range interactions consist of different contributions. At small distances, the 

electron charge clouds interact strongly leading to a situation where the electrons will 

repel each other. Also, at these distances, the dipole-dipole interactions, due to 

fluctuating dipoles on each ion, will result in attractive Van der Waals forces when 

considering covalent systems. The short-range attractive and repulsive interactions 

are described by simple parameterised potential functions. The potential parameters 

can be derived empirically by fitting to experimental data, such as crystallographic 

positions, elastic or dielectric properties. Charge density differences were also 

studied in order to analyse and discuss the transfer of electrons, localisation of 

charges and type of bonds formed.  

The possibility of modelling nanocluster systems using potentials derived for the bulk 

structure and surface calculations were investigated. The efficacy of the potentials 

towards the manganese dioxide bulk structure and the nanoclusters was determined 

in this study. Furthermore, the Buckingham potentials and the Lennard-Jones 

potentials were used to model the interactions in the MnO2 system. These potentials 

are discussed in detail in the next section. 
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Lennard-Jones Potential 

The Lennard-Jones potential was initially proposed by Sir John Edward Lennard-

Jones as a means to describe the potential energy of interaction between two non-

bonding atoms or molecules based on their distance of separation [152]. The potential 

equation accounts for the difference between the attractive forces (dipole-dipole, 

dipole-induced dipole and London interactions) and the repulsive forces. The 

Lennard-Jones model consists of two parts; a steep repulsive term and a smoother 

attractive term, representing the London dispersion forces. The Lennard-Jones 

potential has been successfully shown to sufficiently describe the atomic interactions 

in metallic nanocluster systems [153, 154].  

Individually, the 12-6 Lennard-Jones model [155] is not sufficiently accurate to 

represent of the potential energy surface. Its widespread use is due to its 

computational expediency since it is 4 times faster than the Buckingham potential. 

The 12-6 Lennard-Jones potential can be expressed as follows 

𝑉𝐿𝐽 = 4휀 [(
𝜎

𝑟
)

12

− (
𝜎

𝑟
)

6

 ]  =  휀 [(
𝑟𝑚

𝑟
)

12

−  2 (
𝑟𝑚

𝑟
)

6

 ] ,  (3.6) 

where 0 ≤ n ≤ m. ε represents the potential well depth, σ represents the finite distance 

where the inter-particle potential is zero, r gives the distance between the particles 

and rm gives the distance where the potential reaches a minimum. Equation (3.6) can 

be simplified and expressed as  … 

𝑉𝐿𝐽 =
𝐴

𝑟12
 −  

𝐵

𝑟6
 ,        (3.7) 

here A = 4εσ12 and B = 4εσ6.  
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The exponents are by default 12 and 6 [152]. The first term represents the repulsion 

between electronic clouds, which dominates at very short distances. The second term 

is the attractive part of the potential and models the van der Waals dispersion forces, 

which dominate at larger distances.  

 

Figure 5: Illustration showing the equilibrium distance of the Lennard-Jones potential 

[152]. 

Buckingham Potential  

The Lennard-Jones potential is usually improved using the Buckingham potential 

by incorporating an extra parameter and replacing the repulsive part by 

an exponential function [156]. The Buckingham potential [157] describes the van der 

Waals energy and the Pauli repulsion energy for the interaction of two atoms that are 

not directly bonded, as a function of the interatomic distance r. However, since the 
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Buckingham potential remains finite even at very small distances, it runs the risk of 

an un-physical "Buckingham catastrophe" at short range when used in simulations of 

charged systems. This occurs when the electrostatic attraction artificially overcomes 

the repulsive barrier. To overcome this, the Buckingham potential is usually used in 

conjunction with another interatomic potential as we have used the Lennard-Jones 

potential in this work [158]. The Buckingham potential is expressed as follows 

𝑉𝑟 = 𝐴𝑒− (𝑟
𝜌⁄ ) −  

𝐶

𝑟6  ,      (3.8)  

where A, ρ and C are variable parameters. The first term represents the short-range 

repulsive interaction between the ions and the second term represents the attractive 

van der Waals forces. The energy for the sum of the two-body interactions is given 

by the analytical expression; 

𝑉(𝑟𝑖𝑗) =
𝑞𝑖𝑞𝑗

𝑟𝑖𝑗
+ 𝐵0 + 𝐵1𝑟 + 𝐵2𝑟2 + 𝐵3𝑟3 + 𝐵4𝑟4 + 𝐵5𝑟5 ,  (3.9) 

where the first term is the standard Coulomb contribution to the energy between two-

point charges qi and qj, a distance rij apart. The analytical expression for the 

Buckingham potential [159] employed, describes the interaction between two ions, i 

and j, of charge q separated by a distance r and is given by equation 3.10 below 

where the point charges include both cores and shells; 

𝑈𝑟𝑖𝑗 = [
𝑞𝑖𝑞𝑗

𝑟𝑖𝑗
+ 𝐴𝑖𝑗𝑒

(
−𝑟𝑖𝑗

𝜌𝑖𝑗
⁄ )

−
𝐶𝑖𝑗

𝑟𝑖𝑗
6 ] .     (3.10) 
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Three-Body Potential 

Another component of the interactions of covalent species is the bond-bending term, 

which is included to account for the energy penalties incurred for the deviations from 

the equilibrium value. This potential describes the lateral direction of the bonds and 

has a simple harmonic form; 

𝑈(𝜃𝑖𝑗𝑘) =
1

2
 𝑘𝑖𝑗𝑘 (𝜃𝑖𝑗𝑘 − 𝜃0)2 ,     (3.11) 

where kijk represents the three-body force constant and θ0 is the angle of equilibrium 

[160]. 

3.2.3 The atomistic potentials method   

The potential parameters used in this study were obtained by modifying the 

parameters developed by Matsui and Ammundsen [161, 162] for isostructural TiO2 

and spinel LiMn2O4, respectively. The refined potentials were previously used 

successfully to model bulk, surfaces and nanostructures of MnO2 [163, 164]. The 

potential parameters are based on the partially charged rigid ion model and the fully 

charged shell model where the ions are represented by point charges representing 

the anions and cations. 

An extract of the script used to create the nanoclusters with KLMC is displayed in the 

figure below. The script incorporates both the Lennard-Jones potential and the 

Buckingham potential, along with a spring constant and other parameters. These 

parameters were then fine-tuned and optimised towards creating the local minima set 

of stable nanoclusters for the concerned atomic sizes, i.e., n=2 to n=20.  
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Figure 6: Extract of a script used to generate the MnnO2n; (n=2) nanoclusters as 

employed in KLMC. 
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3.3. Density functional theory 

The Density functional theory as proposed by Hohenberg and Kohn in 1964 [165] and 

Kohn and Sham in 1965 [166] is a quantum mechanical approach used to investigate 

the electronic structure of the many-electron system. In particular, on the atoms, 

molecules and solids in their ground-states. Due to the absence of molecular orbitals 

from the kinetic energy term, the accuracy and precision of early attempts were not 

satisfactory [167].  

The first Hohenberg-Kohn (H-K) theorem represented the ground state properties of 

a many-electron system that were uniquely determined by an electron density that 

depended on only three spatial coordinates. This laid the foundation for reducing the 

many-body problem of N electrons with 3N spatial coordinates, through the use of 

the electron density [135].  

The second H-K theorem defines the energy functional of the system and goes a long 

way to proving that the correct ground state electron density minimises the energy 

functional within the framework of the Kohn-Sham DFT. The framework solves the 

intractable many-body problem of non-interacting electrons moving in an effective 

potential. The effective potential includes the external potential and the effects of the 

Coulomb interactions. Modelling the latter two interactions becomes a difficulty within 

the Kohn-Sham DFT. The Kohn-Sham total energy functional for a set of doubly 

occupied electronic states 𝜓 can be expressed as follows:  

𝐸 = {𝜓𝑖} = 2 ∑ (−
ħ2

2𝑚
) 𝛻𝑖𝑜𝑛𝛻2𝜓𝑖𝑑�⃑�  +  ∫ 𝑣𝑖𝑜𝑛(�⃑�)𝜌(�⃑�)𝑑�⃑� +  

𝑖
 

          
𝑒2

2
∫

𝜌(�⃑�)𝜌(�⃑�′)

|�⃑�−�⃑�′|
 𝑑�⃑�𝑑�⃑�

′
+   𝐸𝑥𝑐[𝜌(�⃑�)] + 𝐸𝑖𝑜𝑛{𝑅𝑖} ,    (3.12)  
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where 𝐸𝑖𝑜𝑛 is the coulomb energy associated with interactions among the nuclei (or 

ions) at positions {𝑅𝑖}, 𝑣𝑖𝑜𝑛 is the static total electron-ion potential, 𝜌(𝑟) is the 

electron density and is given by: 

 

𝜌(𝑟) = 2 ∑ |𝜓𝑖(𝑟)|2
𝑖  ,       (3.13) 

 

𝐸𝑥𝑐[𝜌(𝑟)] is the exchange-correlation functional. The Kohn-Sham energy functional 

is equal to the ground state energy of the system of electrons with the position of the 

ions represented by {𝑅𝑖}. In the DFT framework, the total ground state energy of a 

many-electron body is expressed as: 

 

𝐸 = 𝐸[𝜌(𝑟), �⃑⃑�𝛼] ,        (3.14) 

 

where the electronic density 𝜌 and total energy 𝐸 depend on the type and 

arrangement of the atomic nuclei. The electron density is a scalar function defined at 

each point 𝑟 in real space i.e., 𝜌 = 𝜌(𝑟). 𝑅𝛼 denotes the positions of the nuclei α in 

the system. The total ground state energy can be decomposed into three terms; (i) a 

kinetic energy, (ii) a Coulombic energy term due to the classical electrostatic 

interactions among all charged particles in the system and (iii) the exchange-

correlation energy term that captures all the many-body interactions. Therefore, the 

total energy can thus be expressed as:  

𝐸[𝜌] =  𝑇𝑂[𝜌] + 𝑈[𝜌] + 𝐸𝑋𝐶 ,      (3.15) 

where 𝑇𝑂 is the sum of the kinetic energies of all effective electrons moving as 

independent particles. If each effective electron is described by a single particle wave 
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function 𝜓𝑖, then the kinetic energy of all the effective electrons in the system is given 

by: 

𝑇𝑂 =  ∑ 𝑛𝑖  ∫ 𝜓𝑖
∗(𝑟) [

−ħ2

2𝑚
 𝛻2] 𝜓𝑖(𝑟)𝑑𝑟 ,      (3.16) 

where 𝑛𝑖 is the number of electrons in the state i. The next term 𝑈[𝜌] in equation 

3.15, is the Coulombic energy which is purely classical. It contains the electrostatic 

energy arising from the Coulombic attraction between the electrons and their nuclei, 

the classical repulsion between the electrons and also the repulsion between the 

nuclei i.e., 

𝑈[𝜌] =  𝑈𝑒𝑛[𝜌] +  𝑈𝑒𝑒[𝜌] +  𝑈𝑛−𝑛 ,     (3.17) 

with 

𝑈𝑒𝑛[𝜌] =  − 𝑒2  ∑ 𝑍𝛼𝛼  ∫
𝜌(𝑟)

|𝑟−𝑅𝛼 | 
𝑑𝑟 ,      (3.18) 

𝑈𝑒𝑒[𝜌] =  𝑒2 ∬
𝜌(𝑟)𝜌(𝑟′)

|𝑟− 𝑟′|
𝑑𝑟 𝑑𝑟′ ,      (3.19) 

𝑈𝑛−𝑛 =  𝑒2  ∑
𝑍𝛼𝑍

𝛼′

|𝑅𝛼− 𝑅𝛼′|𝛼𝛼′  ,       (3.20) 

 

where e is the elementary charge of a proton and 𝑍𝛼 is the atomic number of an α 

atom. The last term in equation (3.15), 𝐸𝑋𝐶 is the exchange correlation energy which 

accounts for all remaining complicated electronic contributions to the total energy. 

Accordingly, the Pauli Exclusion Principle deduces that each electron has a given 

spin and all other electrons with the same directional spin are inclined to avoid a close 

proximity with each other. Consequentially, the average Coulombic repulsive energy 

of that electron gets diminished over time. This inverse energy gain is called the 

exchange energy. The correlation energy is the additional many-body interaction 

between both having opposite spins.  
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Furthermore, it is important to describe the set of wavefunctions that serve to 

minimise the Kohn-Sham energy functional. These are resolved by the self-consistent 

solutions of the Kohn-Sham equations as follows:  

[
−ħ2

2𝑚
 𝛻2 +  𝑉𝑖𝑜𝑛(𝑟) +  𝑉𝐻(𝑟) + 𝑉𝑋𝐶(𝑟)] 𝜓𝐼(𝑟) =  휀𝑖𝜓𝑖 (𝑟) ,    (3.21) 

where 𝜓𝑖 is the wavefunction of electronic state 𝑖, 휀𝑖 are Lagrange multipliers, which 

are effective one-electron Kohn-Sham eigenvalues, 𝑉𝑖𝑜𝑛 is the static total electron-

ion potential and 𝑉𝐻 is the Hartree potential of the electron which can be expressed 

as follows: 

𝑉𝐻 =  𝑒2  ∫
𝜌(�⃑�

′
)

|�⃑�−�⃑�
′
|
 𝑑𝑟′ .       (3.22) 

The exchange-correlation potential, 𝑉𝑋𝐶(𝑟) is given by the following functional 

derivative: 

𝑉𝑋𝐶(𝑟) =  
𝛿𝐸𝑋𝐶[𝜌(𝑟)]

𝛿𝜌(𝑟)
  .       (3.23) 

Finally, the Kohn-Sham total-energy functional is written as the expression: 

𝐸 =
1

2
∑ 휀𝑖 + 𝑈𝑛−𝑛 −

𝑒2

2𝑜𝑐𝑐 ∬
𝜌(𝑟) 𝜌(𝑟′)

|𝑟−𝑟′|
𝑑𝑟𝑑𝑟′ + 𝐸𝑋𝐶 [𝜌(𝑟)] − ∫ 𝜌(𝑟) 𝑉𝑋𝐶  𝑑𝑟 . (3.24)  

The exchange-correlation potential cannot be obtained explicitly as the exact 

exchange-correlation energy is not presently known at this stage. Hence, some 

approximation methods must be applied in order to solve the problem. Some common 

methods of approximation include the local density approximation (LDA) and the  

generalised gradient approximation (GGA), which are discussed in the next 

subsections [168].  
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The effective potential includes the external potential and the effects of the Coulombic 

interactions between the electrons. The Kohn-Sham DFT shows that only the 

exchange-correlation as a function of the electron spin density must be approximated 

[169]. Hohenberg and Kohn expressed that the ground state energy of a collection of 

electrons in an external potential 𝑉(𝑟) is the minimum of a universal functional of the 

electron density 𝐹[𝜌(𝑟)] where 𝐹 is the universal function of the density 

𝐸𝑔𝑟𝑜𝑢𝑛𝑑 =  min
𝑛 (𝑟)

{ 𝐹[𝜌(𝑟)] +  ∫ 𝑉(𝑟)𝜌(𝑟) 𝑑𝑟} .    (3.25) 

Thus, if a decent approximation to 𝐹[𝜌(𝑟)] was available there would be no need to 

work with the wavefunctions as the electron density would be sufficient. When 

working with metals (or metal oxides in this context), a filling factor 𝑓𝑖 is added to the 

computation of the density:  

𝜌(𝑟) =  ∑ 𝑓𝑖  |𝜓𝑖𝜌(𝑟)2 |𝑖  .       (3.26) 

An artificial finite electronic temperature is introduced for efficiency reasons when 

working with metals with the filling factor taking immediate values between 0 and 1 

[170]. The two exchange-correlation functionals in DFT are discussed in the next 

subsections. 

3.3.1. Local density approximation  

Local density approximation (LDA) gives the correct rule of the sum for the exchange 

correlation hole [171]. LDA is an approximation used locally to substitute the 

exchange-correlation energy density of an inhomogeneous system by that of an 

electron gas evaluated with the local density. It is one of the simpler methods used to 
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describe the exchange-correlation energy of an electronic system as used in total 

energy pseudopotential calculations.  

This exchange-correlation energy depends only on the local electron density around 

each volume element 𝑑𝑟. The LDA is reliant upon two basic assumptions: (i) the effect 

of the exchange-correlation is predominantly due to the immediate vicinity of point 𝑟 

and (ii) these exchange-correlation effects do not depend strongly on the variations 

of the electron density in the vicinity of 𝑟. When the two conditions listed above are 

satisfied then the contribution from the volume element 𝑑𝑟 would be the same as if 

this volume element was surrounded by a constant electron density 𝜌(𝑟) of the same 

value as 𝑑𝑟. Within LDA, the expression for the exchange-correlation energy 

depends on the local electron density where the functional is evaluated and can be 

written as: 

𝐸𝑋𝐶
𝐿𝐷𝐴[𝜌(𝑟)] =  ∫ 𝜌(𝑟) ℇ𝑋𝐶[𝜌(𝑟)]𝑑𝑟 ,                              (3.27) 

and 

𝛿𝐸𝑋𝐶
𝐿𝐷𝐴(𝜌(𝑟))

𝛿𝜌(𝑟)
=  

𝜕[𝜌(𝑟)ℇ𝑋𝐶(𝑟)]

𝜕𝜌(𝑟)
  ,       (3.28) 

with 

ℇ𝑋𝐶(𝑟) =  ℇ𝑋𝐶[𝜌(𝑟)] ,                     (3.29) 

where ℇ𝑋𝐶[𝜌(𝑟)] is the exchange correlation energy per electron of a uniform electron 

gas. Equation (3.27) can be split into two parts as follows: 

ℇ𝑋𝐶[𝜌(𝑟)] =  ℇ𝑋[𝜌(𝑟)] + ℇ𝐶[𝜌(𝑟)] ,     (3.30) 
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The exchange correlation energy part ℇ𝑋𝐶[𝜌(𝑟)] can be derived analytically with the 

Hartree-Fork expression which can be written as:  

ℇ𝑋𝐶[𝜌(𝑟)] =  
3

4
 √

3𝜌(𝑟)

𝜋

3
  .                 (3.31) 

The exchange correlation energy part cannot be derived analytically, but it can be 

calculated numerically with high accuracy by means of the Monte-Carlo simulations. 

When performing calculations, LDA is known to underestimate the bond length in 

molecules and cell parameters in crystals. The LDA uses the exchange-correlation 

energy for the uniform electron gas at every point in the system regardless of the 

inhomogeneity of the real charge density [172]. 

Using the formulae given in equation (3.31), the exchange-correlation potential for 

any electron density 𝜌(𝑟) can be evaluated. Both the Coulomb potential and the 

exchange-correlation potential in the Kohn-Sham equations depend on the charge 

density, which is constructed from the one-particle wavefunctions. The solution to the 

Kohn-Sham equation gives access to the total energy as a function of the nuclear 

position. One of the disadvantages with LDA is that it underestimates the exchange 

energies of atomic and molecular systems by roughly 10% [173]. To overcome this 

effect another approximation was formulated, called the generalised gradient 

approximation and is discussed in the next subsection. 

3.3.2. Generalised gradient approximation  

The generalised gradient approximation (GGA) has been widely used and declared 

a proven success in correcting the deficiencies of the LDA [172]. Beyond the LDA, 

the exchange correlation in an inhomogeneous system is non-local with respect to 
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the electrons it surrounds and this is referred to as gradient correction or generalised 

gradient approximation, which was introduced by Perdew and Wang [174]. GGA was 

found to overestimate bond lengths and lattice constants as a means of overcoming 

the deficiencies encountered within the LDA.  

For non-uniform charge densities, the exchange-correlation energy can deviate from 

what is expected normally. The GGA functional most commonly used in physics, 

includes Perdew, Burke and Ernzerhof (PBE) and Perdew–Wang [175], are 

parameter free based on an interpolation between analytically solvable regimes [170]. 

GGA uses the gradient of the charge density, |∇ 𝜌(𝑟)| to correct this deviation. The 

exchange correlation energy is expressed as: 

𝐸𝑋𝐶
𝐺𝐺𝐴(𝜌) =  ∫ 𝑑𝑟 𝜌(𝑟) ℇ𝑋𝐶

𝐺𝐺𝐴 [𝜌(𝑟), ‖∇𝜌(𝑟)‖ ,     (3.32) 

where ℇ𝑋𝐶 is the exchange-correlation energy and ∇𝜌(𝑟) is the gradient term. The 

basic idea behind GGA to overcome the difficulties in LDA is to include the exchange-

correlation expressions that account for the gradient due to the electron density and 

not solely on the value at each point in space. This leads to these corrections being 

classified as non-local potentials [176]. The Perdew-Burke-Enzerhof functional has 

undergone significant improvement in recent versions of the computational codes 

when used to predict molecular enthalpies of formation [177].  

Other variations of the GGA have been developed. Finite-temperature analogues of 

the GGA for the non-interacting free-energy functional have been developed through 

the years and have yielded promising results [173]. A parameter free Meta-GGA 

functional that employs Laplacians of the kinetic energy densities have also been 

developed by Tao et al. [178] as well as a hyper-GGA that adds an exact energy 
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exchange per particle. The performance of this new hybrid GGA-based functional has 

improved the versatility and were also shown to provide reasonably accurate results 

[179]. 

3.4. Plane-wave pseudopotential method 

The plane-wave pseudopotential method is a very useful fundamental technique that 

can be used to calculate with some precision the variation of the self-consistent 

solution in density functional theory. It has become very dependable in studying the 

properties of a variety of materials. The basic idea of this method is to exclude the 

core electrons by the assumption that their charge density is not affected by the 

changes in the chemical environment thereby focusing only on the valence electrons.  

The method makes it possible to replace the strong electron-ion potential with a 

substantially reduced pseudopotential that also describes all the prominent features 

and relativistic effects of a valence electron moving through a solid. The use of plane 

waves as basis functions enables the systematic study of the complex, low-symmetry 

configurations of the possible atomic configurations [180].  

3.4.1. Plane-wave basis 

The theory behind the plane-wave pseudopotential method is explained by using 

Bloch’s theorem, which permits electronic wavefunctions to be expanded according 

to a discrete set of plane-waves to overcome the effects of the infinite number of 

electrons. The electronic wavefunctions can be written as: 

 

𝜓𝑖(𝑟) = exp[𝑖�⃑⃑�. 𝑟] 𝑓𝑖(𝑟) ,       (3.33) 
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where the function 𝑓𝑖(𝑟) defines the periodicity of the solid and allows for the 

expansion using a basis set with containing a discrete set of planes that can be written 

as follows: 

 

𝑓𝑖(𝑟) =  ∑ 𝐶𝑖,�⃑� exp[𝑖�⃑�. 𝑟]𝐺  ,       (3.34) 

where �⃑� represents the reciprocal lattice vectors of the periodic cell. �⃑� is required for 

the resolution of rapid variations in the wavefunctions and charge density. Each 

electronic wavefunction can be written as a sum of plane waves: 

 

𝜓𝑖(𝑟) = ∑ 𝐶𝑖,�⃑⃑�+ �⃑�  𝐺 exp[𝑖(�⃑⃑� +  �⃑�). 𝑟] ,     (3.35) 

where 𝐶𝑖,�⃑⃑�+ �⃑� are the coefficients for the plane waves. These coefficients are 

depended on the specific kinetic energy expressed as: 

 

 
ħ2

2𝑚
|�⃑⃑� +  �⃑⃑⃑�|

2
  .        (3.36) 

The convergence of this expression relies on the choice of the kinetic energy cut-off 

although in principle, the cut-off energy should be increased until the total energy of 

the system reaches convergence. Only plane waves that obey the following equation 

are included in the basis: 

 

ħ2

2𝑚
|�⃑⃑� +  �⃑⃑⃑�|

2
 <  𝐸𝑐𝑢𝑡 .       (3.37) 

Plane-waves implement a finite cut-off energy which usually results in an error in the 

computed total energy, hence the cut-off energy must be increased systematically 

until the total energy converges. Substituting the electronic wavefunctions given in 
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equation (3.37) into equation (3.12) for the self-consistent solutions of the Kohn-Sham 

equations gives: 

 

∑ [
−ħ2

2𝑚
 |�⃑⃑� +  �⃑�|

2
𝛿𝐺𝐺′ +  𝑉𝑖𝑜𝑛(�⃑� − 𝐺′⃑⃑⃑⃑⃑) + 𝑉𝐻(�⃑� − 𝐺′⃑⃑⃑⃑⃑) +  𝑉𝑋𝐶(�⃑� −

             𝐺′⃑⃑⃑⃑⃑)] 𝐶
𝑖,�⃑⃑�+𝐺′⃑⃑ ⃑⃑⃑ 

=  휀𝑖𝐶𝑖,�⃑⃑�+ �⃑� .       (3.38) 

The various potential contributions are given by their Fourier transformations whereas 

the kinetic is diagonal. Although Bloch’s theorem requires for the electronic 

wavefunctions to be expanded using a discrete set of plane-waves, a plane-wave 

basis is not suitable to expand electronic wavefunctions due to the large number of 

plane-waves required to grow the tightly bound core orbitals.  

Considerable amounts of computational resources are necessary to adequately 

calculate all the generated wavefunctions and perform the required electronic 

calculations. This problem is discussed and remedied in section 3.4.2. using the 

pseudopotential approximations [181, 182]. Plane-wave basis sets are unbiased as 

they are independent of the atomic positions and species. They control the basis-set 

convergence because a single convergence criterion is sufficient [183]. 

3.4.2. Pseudopotential approximation 

The pseudopotential approximation allows for the electronic wavefunctions to be 

expanded using a much smaller number of planewave basis states. The physical 

properties of solids depend on the valence electrons than the tightly bound core 

electrons. The pseudopotential approximation uses this fact to remove both the core 

electrons and the strong nuclear potential, then replace them with a weaker 
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pseudopotential which acts on a set of pseudo wavefunctions instead of the true 

valence wavefunctions [184].  

Accounting for the weaker potential is vital because it makes the solution of the 

Schrödinger’s equation simpler. This is achieved by allowing expansion of the 

wavefunctions in a relatively smaller set of plane waves. The most common form for 

the pseudopotential is given by: 

𝑉𝑁𝐿 =  ∑ |𝑙𝑚 > 𝑉𝑙 < 𝑙𝑚|𝑙𝑚   ,      (3.39) 

where 𝑙𝑚 are spherical harmonics and 𝑉𝑙 is the pseudopotential for angular 

momentum 𝑙. Using this operator on the electronic wavefunction decomposes the 

wavefunctions into spherical harmonics, each of which is multiplied by the relevant 

pseudopotential 𝑉𝑙. A schematic diagram below illustrates a typical ionic potential, 

valence wavefunction with the corresponding pseudopotential and the pseudo 

wavefunction. 

Local pseudopotentials are computationally much more efficient than non-local ones. 

The norm conserving pseudopotentials, are an example of non-local pseudopotential 

and they use a different potential for each angular momentum component of the 

wavefunction. 
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Figure 7: Schematic illustration of all-electron potential (blue line) and pseudo-electron 

potential (red line) with the corresponding valence wavefunction (ψv) and pseudo-

wave function (ψpseudo) [185] 

The non-local pseudopotential generally describes the scattering from the ion core. 

A match of the pseudo and real wavefunctions outside the core region also assures 

that the first-order energy dependence of the scattering is accurately described over 

a wide range of energy [186]. Pseudopotential approximations offer the advantage of 

reducing computational demands by replacing some of the basis functions with 

simplified analytic or numerical forms thereby reducing the time required to conduct 

calculations since these basis functions will be computed only once during the self-

consistent field (SCF) iterations.  
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3.5. Projector augmented-wave method 

The Projector Augmented-Wave (PAW) method combines the pseudopotential 

method and the Linear Augmented Plane Wave (LAPW) method in a more natural 

way. The PAW method’s accuracy was shown to be very compatible with the some 

of the most accurate all-electronic structure methodologies based on the LDA.  

The PAW method was initially developed by Blochl with a strategy towards dividing 

the wave function into different constituent parts, i.e., the partial-wave expansion 

function within an atom atom-centred sphere and enveloped functions outside the 

spheres [187]. Blochl introduced a linear transformation and derived the PAW total 

energy functional from the nodal pseudopotential to the all-electronic wave function 

in a consistent manner that made it applicable with the Kohn-Sham functional [188].  

The PAW method aims for a smooth transformation from the nodal structure to an 

auxiliary wave function with a rapid convergent plane wave expansion. The linear 

transformation operator 𝒯 is expressed using Dirac’s Bra and Ket notation as follows; 

|𝜓𝑛⟩  =  𝒯|𝜑𝑛⟩ ,        (3.40) 

Whereby |𝜓𝑛⟩ denotes the physical one-particle wave function and |𝜑𝑛⟩ denotes the 

auxillary wave function. The transformation operator 𝒯 must be written as a sum of 

the atomic contributions 𝒮 in order to smooth out the auxiliary wave function in each 

atomic region.  

𝒯 =  1 +  ∑  𝒮𝑅𝑅  ,        (3.41)  

The relevant wave functions are then expressed as superpositions of the partial 

waves 
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𝜓 (𝑟)  =  ∑ Ø𝑖 (𝑟) 𝑐𝑖𝑖  𝑅   𝑓𝑜𝑟  | 𝑟 −  𝑅𝑟| <  𝑟 𝑐,𝑅 ,     (3.42) 

And 𝜑 (𝑟) =  ∑ Ø̃𝑖 (𝑟) ⟨𝑝�̃�| 𝜑⟩  𝑓𝑜𝑟  | 𝑟 −  𝑅𝑟| <  𝑟 𝑐,𝑅𝑖  𝑅  ,   (3.43) 

𝑖 휀 𝑅 represents the partial wave functions belonging to the site index 𝑅 for the 

position of the nucleus at 𝑅𝑟 and 𝑟 𝑐,𝑅 represents the truncation radius. Each partial 

wave is associated with an auxiliary partial wave and they are pairwise identical up 

to a given limiting radius 𝑟 𝑐. ⟨𝑝�̃�| represents the projector function. 

The atomic contributions can be applied to the auxiliary wave functions as follows 

 𝒮𝑅|𝜑⟩  =  ∑  𝒮𝑅𝑖  𝑅 | Ø̃𝑖⟩ ⟨𝑝�̃�| 𝜑⟩ = ∑ ( |Ø𝑖⟩ − |𝑖  𝑅 Ø̃𝑖⟩) ⟨𝑝�̃�| 𝜑⟩ ,  (3.44) 

The transformation operator is thus finally  

𝒯 = 1 +  ∑ ( |Ø𝑖⟩𝑖 − | Ø̃𝑖⟩ ⟨𝑝�̃�| ,      (3.45) 

Similar to the wave functions, the total energy can be divided into its constituent parts 

as follows 

 �̃�([ 𝜑 𝑛], 𝑅𝑖) =  �̃�  + ∑ ( 𝐸𝑅
1

𝑅 −   𝐸𝑅
1̃) ,     (3.46)  

�̃� represents plane-wave part and is evaluated in real and on the reciprocal space.  

In contrast to the norm-conserving pseudopotential approach, the augmentation 

charge density is non-spherical and constructed such that they have vanishing 

electrostatic multi-pole moments at each atomic site as given below … 

  𝑛𝑅
1  (𝑟) +  𝑍𝑅 (𝑅) −  �̃�𝑅

1  (𝑟) −  �̃�𝑅 (𝑅) ,     (3.47) 

where the nuclear charge density -e𝑍(𝑟) is defined as a sum of the wave functions 

on the nuclear sites with the atomic numbers 𝑍(𝑟). The compenstaion charge density   
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�̃�𝑅 (𝑅) is given as a summation of the angular momentum. This compensation charge 

density is localised within the atomic regions thus all the functionals in �̃� can converge 

as fast as the auxiliary density making PAW computationally efficient [189]. 

The PAW method substantially improves the accuracy and efficiency of the plane-

wave pseudopotential calculations through linear scaling and utilisation of the all-

electron wavefunctions with soft node-less pseudo wavefunctions. This approach can 

be adapted to exhibit improved convergence properties as compared to norm-

conserving pseudopotential methods in the DFT framework [136]. Implementation of 

the PAW method has become increasingly popular in several computational 

electronic structure simulation codes due to the positive correlation among the 

pseudo and the actual wave functions to produce reliable accurate results [190]. 

3.6. k-point sampling 

Many calculations in crystals involve the averaging over the Brillouin zone of a 

periodic function of a wave vector [179]. Electronic states are accounted for only at a 

given set of k-points determined by the systems boundary conditions which are 

applicable to bulk solids. K-points denote sampling points in the first Brillouin zone of 

the material, i.e., the specific region of reciprocal-space which is closest to the origin 

(0,0,0). The need for k-points arises directly from Bloch's theorem, which states that 

in a periodic potential the wavefunctions have a periodic magnitude. Bloch’s theorem 

changes the problem of calculating an infinite number of electronic wavefunctions to 

one of calculating a finite number of k-points.  

The density of permissible a k-point mesh is proportional to the volume of the solid in 

question. The infinite number of electrons in the solid are accounted for by an infinite 
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number of k-points and only a finite number of electronic states are occupied at each 

k-point. Density functional theory approximates the k-space integral with a finite 

sampling of k-points. The most commonly used scheme is that proposed by 

Monkhorst and Pack [191]. They proposed a scheme where the k-points are 

distributed homogeneously in the Brillouin zone according to the following expression:  

𝑘 =  𝑥1𝑏1 +  𝑥2𝑏2  +  𝑥3𝑏3 + ⋯      (3.48) 

where 𝑏1, 𝑏2 𝑎𝑛𝑑 𝑏3 are the reciprocal lattice vectors, and  

𝑥𝑖 =  
𝑙

𝑛𝑖
  ,         (3.49) 

where 𝑙 = 1, …, 𝑛𝑖, where 𝑛𝑖 are the folding parameters. 

This essentially means that the sampled k-points are distributed comparably and 

equally in the Brillouin zone, with rows or columns of k-points running parallel to the 

reciprocal lattice vectors that spans the Brillouin zone. The number of k-points 

required for a given type of calculation depends entirely on the system as their 

treatment requires different settings.  

Metallic systems require more k-points than semiconductors and insulating systems. 

If the k-point sampling does not give a sufficiently converged total energy, then a 

much denser set of k-points must be used to reduce the errors and ensure the 

required convergence. Therefore, choosing a sufficiently dense k-point mesh is 

crucial for the convergence of the calculated results and is therefore one of the major 

objectives when performing convergence tests. However, the computational cost of 

performing a very dense sampling of the k-space increases linearly with the number 

of k-points in the Brillouin zone.  
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DFT-based codes approximate these k-space integrals with a finite sampling of k-

points. Special k-point schemes have been developed to use fewer possible k-points 

for a given accuracy, thereby reducing the computational cost and calculation time 

[191]. 

3.7. Electronic properties of β-MnO2  

This study will investigate the electronic properties of the bulk structure and compare 

those results that with the electronic properties determined from the generated 

nanoclusters. The properties targeted are the Density of States (DOS), the Fermi 

energy and the gap between the Highest Occupied Molecular Orbitals and the Lowest 

Unoccupied Molecular Orbitals (HOMO-LUMO band-gap energy). Density of states 

(DOS) refers to the number of states that are available for occupation by electrons. 

The DOS provides numerical information on the states of availability at each energy 

level [192].  

A high value for the density of states represents a higher probability for the energetic 

states to be occupied. Energy levels in a crystalline can be split into multiple levels 

separated by their atomic interactions. As a result of interatomic coupling, a crystal 

forms a single electronic system obeying Pauli’s exclusion principle. Electrons usually 

prefer to occupy the lowest available energy states according the Aufbau principle 

[193].  

Materials are classified into three main groups; metals, semiconductors and 

insulators. These classifications are distinguished by the presence and size of the 

band-gaps between the two highest energy bands namely; the conduction band and 

the valence band. The band-gap energy (Eg) refers to a forbidden space between the 
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maximum valence energy band (Ev) and the minimum conduction energy band (Ec). 

The band-gap is the minimum amount of energy that is required for an electron to 

separate freely from its bonded state and starts to move freely in the material causing 

it to be conductive. When an electron becomes conductive, a hole is left behind where 

the electron moved from. This hole moves in the opposite direction to the electron.  

The two highest bands of energy states of an electron are the valence band and the 

conduction band. The valence band is the highest range of energy states of an 

electron that is still bound to an atom and the conduction band is the range of energy 

states at which the electron is stripped from the atom to flow freely through the atomic 

lattice of the material. This freedom of movement by this electron is what contributes 

to electric current [194]. The boundary between the occupied states and the 

unoccupied states is called the Fermi energy [195, 196]. Understanding what 

happens at the Fermi level and the resulting band-gap energy is very important to 

deduce the stability of the nanoclusters and the contributions of their individual atoms. 

The Fermi level makes it possible to calculate the density of electrons and holes in a 

material and how they are affected by the temperature of the system. In metallic 

conductors, the valence is partially occupied by electrons. The valence band and the 

conduction band are in close proximity or they overlap causing the electrons to be 

conductive due to the electrons moving freely between the two bands. 

Semiconductors and insulators have Fermi levels lying in the forbidden band-gap and 

they have full valence bands restricting free movement of the electrons. Therefore, 

insulators have electrons with nowhere to go hence they are non-conductive. 

Semiconductors become conductive only at certain temperatures when more 
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electrons can be found in the higher energy states due to thermal excitation and 

increased kinetic energy.  

The Fermi level and the band-gap in a solid are mainly responsible for the electrical 

properties of materials. In a perfect semiconductor without impurities or dopants), the 

Fermi level is located close to the middle of the energy band-gap. It has been shown 

that electrons exist below the valence band at very low temperatures, these electrons 

gain energy as temperature increases whereby, they can reach the conduction band 

and contribute significantly to the electric current. The shift of the Fermi level (EF) with 

respect to the band-gap energy plays an essential role investigating the electronic 

properties and the change of coordination within the system [197].  

The band structure of the three types of materials is given in figure 8, displaying the 

size of the band-gap between the valence band and the conduction band for these 

materials. 

 

Figure 8: Band structure of (a) metal, (b) insulator and (c) semiconductor [195] 

In a metal, the uppermost energy band is partially filled or the uppermost filled band 

and the next unoccupied band overlap in energy. Semiconductors have resistances 

between those of metals and insulators with a forbidden band-gap energy of 2 eV or 
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less between the valence band and the conduction band. In an insulator, the energy 

band-gap between the valence and conduction bands is very large, greater than 2 

eV.  

Quantum statistical mechanics [198, 199] make it possible to solve the Schrödinger 

equation to find the energies and wavefunctions of a particle of interest however it 

becomes increasingly difficult and impractical to individually solve each and every 

possible carrier wavefunction as well as its corresponding energy. Fortunately, it is 

possible to find the density of states instead of solving the Schrödinger equation 

multiple times. This DOS provides the total concentration of available states in that 

specified energy range as follows: 

𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 =  𝜌𝑒𝑛𝑒𝑟𝑔𝑦(𝐸)𝑑𝐸 ,        (3.50) 

where  𝑁𝑖𝑛𝑡𝑒𝑟𝑣𝑎𝑙 is the carrier density. Alternatively, equation (3.50) can be re-written 

as follows: 

𝑁𝑡𝑜𝑡 = ∫ 𝜌𝑒𝑛𝑒𝑟𝑔𝑦 (𝐸)𝑑𝐸
𝐸2

𝐸1
  ,      (3.51) 

where 𝜌𝑒𝑛𝑒𝑟𝑔𝑦 (𝐸) is the desired density of states function in the energy range 𝑑𝐸 

between the energies E1 and E2. Furthermore, the density of states can be integrated 

over an energy range to produce the desired number of states as follows: 

𝑁(𝐸) = ∫ 𝑔(𝐸)𝑑𝐸
𝛥𝐸

𝐸
  ,       (3.52) 

where 𝑔(𝐸)𝑑𝐸 represents the number of states between E and dE. 

In this study, the density of states for the stable β-MnO2 nanoclusters are calculated 

and presented, in order to understand the electronic behaviour of the generated 
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nanoclusters. Characteristics such as the width of the valence band, positioning of 

the pseudo gap, size of the band-gap-energy, Fermi energies and electronic 

contributions from the respective electronic orbitals will be analysed. Previous studies 

[200] have shown many inconsistencies between the theoretically calculated values 

and experimental values of Fermi energies hence the importance of this study.  

3.8. Molecular dynamics 

Molecular dynamics (MD) simulation is a computational technique used to study the 

motions of atoms in a given system (e.g., a solid material or a solid solution) in order 

to understand and predict the structural, dynamic, kinetic and/or equilibrium 

properties at chosen conditions (e.g., compositions, temperatures and pressures). 

The term “ab initio” is generally used to describe methods that are derived from first 

principles. The basic idea underlying ab initio molecular dynamics (AIMD) method is 

to compute the forces acting on the nuclei from electronic structure calculations that 

are performed [46]. Electronic structure calculations are mostly based on a time-

dependent Schrödinger equation:  

𝑖ħ
𝜕

𝜕𝑡
 𝛹 ({𝑟𝑖} , {𝑅𝐼}; 𝑡) =  ℋ 𝛹 ({𝑟𝑖} , {𝑅𝐼}; 𝑡) ,    (3.53) 

where i is the imaginary unit, ħ is Planck’s constant, 𝜕/𝜕t indicates a partial derivative 

with respect to time t with electronic 𝑟𝑖 and nucleic 𝑅𝐼 degrees of freedom. ℋ 

represents the Hamiltonian operator for the electronic system and ψ is the position-

space wavefunction. This approach neglects interactions between nucleons and 

relativistic effects. There are three main approaches for combining electronic 

structure calculations with molecular dynamics which can help overcome some of the 
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shortfalls associated with classical molecular dynamics. These approaches are the 

Born-Oppenheimer MD, Ehrenfest MD and the Car-Parrinello MD.  

The dynamics task in CASTEP uses the Born-Oppenheimer MD based on the velocity 

Verlet algorithm for integrating the equations of motion. The efficacy of this method 

is brought about by considering wavefunction extrapolation between molecular 

dynamic steps and charge density extrapolation [201, 202].In both Ehrenfest and Car-

Parrinello schemes the explicitly treated electron dynamics limits the largest time step 

that can be used in order to integrate the coupled equations of motion for nuclei and 

electrons simultaneously. This limitation does not exist in the Born-Oppenheimer 

dynamics since there are explicit electron dynamics, therefore the maximum time step 

is simply given by the one intrinsic to nuclear motion.  

The time-scale advantage of Born-Oppenheimer vs Car-Parrinello becomes evident 

if the nuclear dynamics become slower. The comparison of the overall performance 

of Car-Parrinello and Born-Oppenheimer MD in terms of computer time depends 

crucially on the accuracy of the conservation of the energy. Thus, the final conclusion 

is that the Born-Oppenheimer AIMD is the method of choice both in terms of accuracy 

and speed for approaches that use non-space-fixed basis to describe the electronic 

wavefunctions [203].  

The electronic structure part in molecular dynamics is reduced to solving a time-

independent quantum problem by solving the time-independent Schrödinger 

equation, concurrently to propagating the nuclei via classical molecular dynamics. 

The time-dependence of the electronic structure is a consequence of nuclear motion 

and not intrinsic as in Ehrenfest molecular dynamics. The resulting Born-

Oppenheimer molecular dynamics method is defined by 
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𝑀𝐼�̈�𝐼 (𝑡) =  −𝛻𝐼𝑚𝑖𝑛↓{〈𝛹0|ℋ𝑒|𝛹0〉} ,     (3.54) 

𝐸0𝛹0 =  ℋ𝑒𝛹0 .        (3.55) 

A natural and straightforward extension of ground-state Born-Oppenheimer dynamics 

is to apply the same scheme to any excited electronic state 𝛹𝑘 without considering 

any interference. This means that also the diagonal correction terms are always 

neglected as follows: 

𝐷𝐼
𝑘𝑘({ 𝑅𝐼(𝑡)}) =  − ∫ 𝑑𝑟 𝛹𝑘

∗ 𝛻𝐼
2𝛹𝑘  .     (3.56) 

These terms renormalise the Born-Oppenheimer potential energy surface Ek of a 

given state 𝛹𝑘. It is deemed necessary to formulate the Born-Oppenheimer equations 

of motion for the special case of effective one-particle Hamiltonians [204]. This can 

be achieved by the Hartree-Fock approximation defined to be variational minimum of 

the energy expectation value 〈𝛹0|ℋ𝑒|𝛹0〉 given by a single Slater determinant: 

𝛹0 = det {𝛹𝑖} .        (3.57) 

This is subject to the constraint of one-particle orbitals 𝛹𝑖 that are orthonormal and 

expressed as: 

⟨𝛹𝑖|𝛹𝑗⟩ =  𝛿𝑖𝑗 .        (3.58) 

The corresponding constraint minimization of the total energy with respect to the 

orbitals can be transformed into Lagrange’s form: 

ℒ =  〈𝛹0|ℋ𝑒|𝛹0〉 + ∑ 𝛬𝑖𝑗  𝑖𝑗 (⟨𝛹𝑖|𝛹𝑗⟩ −  𝛿𝑖𝑗) ,    (3.59) 
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where 𝛬𝑖𝑗 is the associated Lagrangian multiplier. Unconstrained variations of the 

Lagrangian with respect to the molecular orbitals lead to the well-known Hartree-Fock 

equations: 

ℋ𝑒
𝐻𝐹𝛹𝑖 =  ∑ 𝛬𝑖𝑗𝛹𝑗𝑗  .       (3.60) 

A similar set of equations is obtained if the Hohenberg-Kohn-Sham density functional 

theory is implemented. Applications of the Born-Oppenheimer molecular dynamics 

are performed in the framework of a semi-empirical approximation to the electronic 

structure problem using the ab initio approach. This approach has also improved the 

field of ab initio molecular dynamics by opening novel methods to treat large-scale 

computer simulation calculations [205]. Molecular dynamics is the preferred 

technique for performing statistical-mechanical simulations. MD makes it possible to 

determine and track the trajectories of molecules and atoms with respect to 

environmental changes. 

The AIMD technique makes it possible to simulate the dynamic, thermal behaviour of 

atoms in solids by performing simulations at different temperatures and studying the 

displacements of the ions as a function of time which leads to predictions about 

diffusion coefficients and temperature dependences [46]. In practice, computer codes 

employ integration algorithms to solve Newton’s equations using the microcanonical 

ensemble (NVE), canonical ensemble (NVT) and the isothermal-isobaric ensemble 

(NPT) as required. In the NVE ensemble, the system is isolated from variations in the 

amount of substance (N), volume (V) and energy (E). In NVT, amount of substance 

(N), volume (V) and temperature (T) are conserved. In NPT, amount of substance 

(N), pressure (P) and temperature (T) are conserved.  
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Molecular dynamics calculations result in various quantities describing the 

temperature-dependent behaviour of the analysed systems. In this study, AIMD is 

used to investigate the effect of temperature fluctuations on the stability and 

electrochemical activity of the manganese dioxide bulk structure and the generated 

stable nanoclusters. However, in AIMD simulations the resulting temperatures are not 

the actual melting temperatures of the systems, but rather the temperature where 

mechanical instability of the infinite single crystal occurs [206, 207].  

Thermal energy has the ability to excite electrons across the band-gap in materials. 

Increasing the temperature of a material causes an increase in the number of 

electrons that have the required kinetic energy to be promoted into the higher 

conduction band. The electrical conductivity of a semiconductor increases 

proportionally temperature. For crystalline metal, an electron will travel through the 

crystal due to the applied electrical potential however it cannot travel too far because 

it will encounter and collide with the metal’s nucleus. As the temperature of the solid 

increases, the atoms in the lattice become excited and acquire more kinetic energy 

because their positions are fixed in the lattice. However, the increased kinetic energy 

increases only the extent to which they are able to vibrate about their fixed positions.  

At higher temperatures, the collisions between the metal nuclei with the mobile 

electrons occurs more frequently and with greater energy, thus decreasing the 

conductivity. This effect is, however, substantially smaller than the increase in 

conductivity with temperature exhibited by semiconductors. Doping can be used to 

tune the electrical properties of semiconductors by introducing small amounts of 

impurities that alter collisions with the electrons. If that impurity contains more valence 

electrons than the original atoms of the host lattice then the doped solid will have 
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more electrons present to conduct current than the pure host structure thereby 

improving its conductivity [16].  

Doping is a proven way to adjust the conductivity of materials. Insulators are poor 

conductors because their valence bands are full. The electrical conductivity of 

semiconductors increases rapidly with increasing temperature, whereas the electrical 

conductivity of metals decreases slowly with increasing temperatures. Doping with an 

element with containing more valence electrons than the original host populates the 

conduction band, resulting in an n-type semiconductor with increased electrical 

conductivity [64].  

Adding an element with fewer valence electrons than the atoms in the original host 

will generate holes in the valence band, resulting in a p-type semiconductor that also 

exhibits increased electrical conductivity [208]. In summary doping is capable of 

improving the conductivity of materials as required for materials used in the cathode 

of secondary rechargeable batteries. 

3.9. X-Ray diffraction spectroscopy  

In this section, the focus is on X-Ray diffraction spectroscopy. X-Ray diffraction (XRD) 

is a powerful multifunctional experimental and modelling technique used to determine 

the crystal structure and its lattice parameters. As previously stated, the β-MnO2 has 

a tetragonal crystal structure meaning its lattice parameters are defined as a = b ≠ c; 

α = β = ϒ = 90º. The precise scientific method of predicting the positions and 

arrangement of atoms in a crystal where the beams from these X-rays strike a crystal 

and causes the beam of light to diffract into many specific directions is referred to as 

X-Ray crystallography [209].  
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The knowledge of how atoms are arranged in crystal structures is the foundation on 

which the understanding of the synthesis, structure and properties of materials is built. 

X-ray diffraction gives valuable information on the crystallite size and the preferred 

orientation of the crystal [210]. In materials with a crystalline structure, X‐rays are 

scattered coherently “in‐phase” for certain directions meeting the criteria for 

constructive interference suggesting signal amplification and intensity. The conditions 

required for constructive interference can be explained by Braggs’ law; 

𝑛 𝜆 = 2 𝑑 sin 𝛳 .         (3.61) 

For a tetragonal structure; 

1

𝑑ℎ𝑘𝑙
2  =  [ℎ2 +  𝑘2 + 𝑙2  (

𝑎

𝑐
) 2]  

1

𝑎2
 ,     (3.62) 

whereby dhkl represents the d-spacing on the hkl plane. a, b and c represent the lattice 

parameters. (hkl) represents the Miller indices of the diffraction peaks.  

The observed peak positions on the 2-theta (2θ) scale can be converted into dhkl 

values using Bragg’s Law as follows; 

𝑑ℎ𝑘𝑙 =  
𝜆

2 𝑑 sin 𝛳
  ,        (3.63) 

where 𝜆 represents the X-ray wavelength, d is the distance between lattice planes, 𝛳 

is the angle of incidence with the lattice plane and n represents an integer [211, 212].  

X-ray diffraction patterns are graphs of the intensity of X-rays scattered at different 

angles as beams of light are directed through a sample. The number of X-rays 

observed in a peak on the 2θ scale varies due to instrumental parameters. A phase 

represents a specific arrangement of atoms in a structure. These phases all put 
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together represent a fingerprint that can be used to identify a specific material of 

interest. To identify a phase, the position and intensity of the reference peaks are 

matched to existing data repositories from previous published XRD patterns that have 

been reported and verified [213]. 

The Reflex module embedded in the Materials Studio software package is used in 

this study to determine the XRD patterns of the bulk structures and the stable 

nanoclusters.  

3.10. Binding energy and relative stability 

The binding energy or sometimes referred to as the internal cohesive energy is 

defined as the energy required to disassemble or break apart a whole structure into 

separate individual parts. The more firmly bound the atoms are in a system, the 

stronger the forces that keep the structure intact [214]. The binding energy of 

nanostructures is reduced relative to the bulk counterparts because their large 

surface to volume ratio decreases with the number of nearest neighbour bonds. A 

bound system has a lower potential energy than its individual constituent parts.  

The stability of a structure and binding energy are directly proportional to each other 

and clusters with more binding energy are more stable [215]. Previous studies have 

shown that the binding energy of clusters is inversely proportional to the particle size 

for low-aspect-ratio nanoparticles [216]. The binding energy for the pure and doped 

bulk structures will be calculated using the following formulas; 

 

𝐸𝐵 = [ 𝐸(𝑀𝑛) + 𝐸(𝑂) − 𝐸(𝑀𝑛𝑂2)] / 2 ,    (3.64) 

𝐸𝐵 = [ 𝐸(𝑀𝑛) + 𝐸(𝑂) + 𝐸(𝑥) − 𝐸(𝑀𝑛/𝑥𝑂)] / 2 ,   (3.65) 
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Equation (3.64) will be used to calculate the binding energy of the pure/undoped β-

MnO2 where EB is the binding energy of the bulk structure. E(Mn) is the total energy 

of the separate individual manganese atom, E(O) is the total energy of the separate 

individual oxygen atom and E(MnO2) is the total energy of the optimised β-MnO2 bulk 

structure.  

Equation (3.65) will be used to calculate the binding energy of the doped bulk 

structure where E(x) represent the total energy of the separate individual dopant 

elements i.e., iron, cobalt and nickel [217, 218]. Two techniques of doping will be 

employed to investigate the effect of adding other elements to the stability of the 

optimised bulk structure and generated nanoclusters. The Virtual Crystal 

Approximation (VCA) method will be applied first and followed by the Substitution 

method.  

3.11. Doping of the bulk structure and the nanoclusters 

This section focuses on the theoretical background of the techniques that will be 

employed in the doping of the optimised β-MnO2 bulk structure and its generated 

stable nanoclusters. The importance and efficacy of doping has been reported on 

previously in section 2.5 of the literature review showing the successes and 

challenges from previous studies in this field of nanostructural materials science.  

Two techniques will be used in this study to dope the selected structures; the Virtual 

Crystal Approximation (VCA) method and Atomistic substitution method. Simulated 

doping is important as it allows scientists to investigate the disorder that arises in 

crystal structures when atomic vibrations increase at higher temperatures creating 

some disorder. This study will use the ‘mixture atoms’ functionality of Material Studio 
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to simulate the scenario where one atomic site is randomly occupied by two or more 

different types of atoms from different elements with distinct concentrations. 

3.11.1. Virtual crystal approximation method 

The virtual crystal approximation (VCA) method is an approach that can readily be 

applied to most types of pseudopotentials and it has been shown to produce good 

estimates of the atomic forces that would arise if the real atoms were present. VCA 

gives insight into the expected displacements in the lattice structure of crystals and 

solid solutions in the context of DFT.  

The VCA is a much simpler and computationally less expensive approach to use in 

studying band-structure calculations as opposed to the supercell approach and the 

Coherent Potential Approximation (CPA). Previous studies have reported on the 

good accuracy of VCA when employed in researching some common semiconductor 

systems [219].  

VCA ignores possible short-range order and assumes that there is a virtual atom on 

each potentially disordered site which interpolates between the behaviour of the 

actual components. This approach overlooks local distortions around atoms and 

cannot fails to reproduce the finer details of the disordered structures. VCA has been 

successfully used to investigate and predict the effect of doping in solid solutions. Its 

calculations are based on a weighting of the pseudopotentials according to site 

occupancies [220]. The main statement for the implementation of VCA with ultrasoft 

potentials can be written as follows: -  

𝑉𝑒𝑥𝑡(𝑟, 𝑟′) =   ∑ ∑ 𝑤𝛼
𝐼

𝛼 𝑉𝑝𝑒
𝛼  (𝑟 − 𝑅𝐼𝛼 , 𝑟′  −  𝑅𝐼𝛼)𝐼  ,   (3.66) 
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where α represents the total external potential that is generated as the sum of the 

nonlocal potentials of each atomic species, w represents the weights of the 

component atoms in the mixture atom. All the key components of the ultrasoft 

potentials; the local part, Vloc and the D and Q matrices, are all weighted according 

to the site occupancies. This basic premise of a workable VCA implementation for 

DFT was studied by Bellaiche et al. [219]. The DFT-based code, CASTEP will be 

used initially to optimise the doped structures and the MD code; DMol3 will be used 

to calculate the binding energies, band structures and density of states of the 

optimised doped structures.  

The VCA method of doping is limited to smaller concentrations and it is recommended 

that it must be performed at lower percentages, preferably 20 % or less because it 

produces unphysical results at larger concentrations and for bigger systems. With 

VCA, the doping is done automatically to all manganese atoms present in the 

structure irrespective of the different bonds and levels of coordination existing on 

those individual atoms.  

A percentage of the dopant concentrations at 10 % and 20 % is systematically 

introduced across all manganese atoms to determine which percentage of doping 

produces the more stable bulk structure and nanocluster in this study. The relative 

concentrations can be set for any number of atoms, where the total concentrations 

must all add up to a total of 100% when all the dopants have been added to the 

original atom.  

This study will investigate two varying concentrations of doping: 10 % and 20 % 

doping on both the manganese atoms in the bulk structure. The results obtained will 
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show the preferred concentration of doping and also reveal which dopant element is 

more compatible with the pyrolusite bulk structure.  

3.11.2. Substitutional method of doping 

In some cases, VCA has been shown to produce unphysical results due to the 

inability of the traditional VCA to represent different chemical bonding and iconicity. 

On its own VCA does not sufficiently describe the different local atomic environment 

in inhomogeneous materials hence the use of the substitutional to validate the results 

obtained by VCA [221].  

The atomistic substitutional approach is used to investigate the doping of the β-MnO2 

structure with the selected dopants; iron (Fe), cobalt (Co) and nickel (Ni). The 

investigation begins with determining which of the two manganese sites is preferred 

in substitution to gain insight into the substitution energy cost and subsequent 

preferential sites for the dopants in the host lattice of the bulk structure. This study 

will focus on the direct substitution of a preferred manganese atom with the dopant 

unlike the vacancy occupation technique followed in other studies.  

The atomistic study of dopant site-selectivity has been conducted previously and has 

been shown to improve the stability and conductivity in the doped complexes [222, 

223]. Substitutional doping has been shown to be capable of reducing the volume of 

structures as opposed to interstitial bonding which can increase the size of a structure 

due to the increase in the atoms after doping [224, 225]. 

The advantages of using the dopants we have selected is that the dopants will not 

require any charge-compensation because we are focusing on neutral compounds 

and no spin polarisation is applied during the calculations as proven by the Hirshfeld 
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charges and the Mulliken atomic charges all adding up to zero for all the structures. 

The DFT based approach towards doping has been shown to be more efficient as 

opposed to the semi-empirical potentials method although the DFT approach 

requires more computational resources and it is limited to smaller systems which is 

well suited to this study as it is centred on the smaller MnO2 nanocluster systems 

[226].    

3.12. Charge density differences 

The previous section focused on the effect that doping will have on the stability and 

conductivity of the nanoclusters without detailing exactly what happens to the atoms, 

specifically to the valence electrons that will result in them becoming better or worse 

conductors. This section will investigate the electronic transfer and localisations that 

occurs between the manganese and oxygen atoms which ultimately determines what 

type of material MnO2 is. The focus will also be on determining how doping affects 

the hybridization of electrons when a new dopant element is inserted into the existing 

MnO2 stable nanocluster and the bulk structure.  

The electron energy levels in the bulk structure are continuous while they become 

discrete in nano crystals because of the confinement of the electron wave function to 

the physical dimensions of the particles. This phenomenon is referred to as quantum 

confinement [227]. This phenomenon causes the energy of the band-gap to increase 

due the smaller dimensions when the energy levels are quantified, these sometimes 

results in the energy band overlap which was present in metals to disappear and 

transform into a band-gap between the conduction band and the valence band. This 

explains why some metals transform to semiconductors as their size is decreased 
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during nanostructuring. Some nanomaterials exhibit exceptional electrical properties 

that are related to their unique size dependent structures [228].  

Investigating the hybridization and redistribution of charges during doping is 

important in the quest towards understanding the electronic and electrical properties 

of the optimised β-MnO2 bulk structure and the generated stabilised nanoclusters. 

The analysis of the charge density differences enables the researchers to observe 

and visualise the types of bonds that are formed i.e., Covalent bonding or ionic 

bonding. This type of bonding depends on the size and significance in the overlap of 

the electronic density clouds due to the hybridization and redistribution of valence 

electrons in the outer most orbitals of the concerned atomic elements as the bonds 

are reformed during crystallisation shapes [229]. 

Ionic bonds form when a non-metal element and metallic element exchange electrons 

to form a bond, ionic bonds occur via an electrostatic attraction between two 

oppositely charged ions, in this case this will be the positively charged manganese 

and the dopant elements, with the negatively charged oxygen. The manganese 

represents the cation while the oxygen represents the anion. Covalent bonds occur 

when two atoms share a pair of electrons to form a bond. Covalent bonding is 

preferable in this study because atoms that have bonded covalently are regarded as 

being more stable in multiple states and have definite shapes [230]. 

Two distinct measurements of importance in the analysis of electronic charge density 

differences are the Hirshfeld charges and the Mulliken atomic populations. These two 

relatable quantities divide the atomic structures into well-defined fragments or 

partitions, which are studied with emphasis placed upon the effect that each fragment 

has on the other and also on the whole nanocluster. In this study, two computational 
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software have the sufficient capabilities to calculate the Hirshfeld charges and the 

Milliken atomic populations in a single calculation thereby ensuring their mutual 

interdependence; CASTEP and DMol3. These two codes will be discussed in more 

detail later in section 3.12 below. 

3.12.1. Hirshfeld charges 

Hirshfeld charges are explained in relation to their deformation density, this 

deformation density refers to the difference between the molecular and the unrelaxed 

atomic charges [130, 231]. The Hirshfeld analysis defines atomic charges by dividing 

the deformation density between the individual atoms in the molecule. In a molecule, 

the total density is the sum of well-defined contributions from all the constituent atoms 

that make up the whole molecular structure. Dividing the molecular density among 

the atoms at each point of the molecule mimics the atomic compositions. 

Algebraically, the proportional molecular density at point r is defined as; 

𝜌𝑝𝑟𝑜  (𝑟) =   ∑ 𝜌𝑖
𝑎𝑡 (𝑟)𝑖  ,       (3.67) 

Where the functions 𝜌𝑖
𝑎𝑡

 are spherically averaged ground-state atomic densities. For 

each atom, the sharing function is defined by 

𝑤𝑖  (𝑟) =  𝜌𝑖
𝑎𝑡  (𝑟)  /  𝜌𝑝𝑟𝑜 (𝑟) ,      (3.68) 

The several sharing functions are all positive and equal to one everywhere. The 

charge density of the bonded atom i is defined by 

𝜌𝑖
𝑏.𝑎. (𝑟)  =   𝑤𝑖  (𝑟)  𝜌𝑚𝑜𝑙  (𝑟) ,       (3.69) 
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whereby 𝜌𝑚𝑜𝑙   is the actual molecular density. Subtracting the density of the free atom 

from the bonded atom gives the atomic deformation density as follows  

  𝛿𝜌𝑖  (𝑟) =  𝜌𝑖
𝑏.𝑎. (𝑟) − 𝜌𝑖

𝑏𝑎 (𝑟) ,     (3.70) 

The total electronic charge in the bonded atom is thus given by 

 𝑄𝑖  =  − ∫ 𝜌𝑖
𝑏.𝑎.  (𝑟)  𝑑𝑣 ,      (3.71) 

The negative sign illustrates the negative charge of the electrons. Adding the nuclear 

component to the total electronic gives the net atomic charge as follows below 

 𝑞𝑖 =  𝑄𝑖 +  𝑍𝑖 ,        (3.72) 

This net atomic charge is the quantity referred to as the Hirshfeld charge that will be 

calculated using the chosen computational software code. The original Hirshfeld 

charges have been continuously improved throughout the years to incorporate the 

new emerging technologies developed to improve the accuracies and efficacies of 

calculations.  

Bultinck et al. [130] claimed in his study that using an alternative iterative version of 

the Hirshfeld partitioning procedure ensures a proper mathematical representation of 

the entropy which allows the Hirshfeld approach to be used for charged molecules 

with increased magnitudes. This approach was resulted in a positive correlation with 

the electrostatic potential that was derived from the atomic charges.  

3.12.2. Analysis of the Mulliken atomic populations 

Atomic charges are key in materials science because they are used routinely to 

analyse experimental data and they are a fundamental component in atomic 
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computational simulations using quantum molecular force fields and plane-wave 

basis. Atomic charges measure the electron population occupying a specific atom. 

Out of the many approaches developed to calculate these atomic charges, the 

Mulliken atomic population analysis has emerged as the preferred method due to its 

conceptual appeal and calculation simplicity [131].  

Mulliken charges and bond populations are measured using the plane-wave 

formalism. Plane-Wave basis have been shown to be large in some scenarios 

however the use of optimised pseudopotentials has had considerable success in 

reducing the number of plane-waves necessary to properly represent the electronic 

states [232].  

The Cambridge Serial Total Energy Package (CASTEP) is used in this study to 

calculate the Mulliken atomic populations. Population analysis with CASTEP is done 

using a projection of the localised plane-waves into the atomic orbitals. The quality 

of the projection can be assessed using the following spilling parameter; 

𝜎 =   
1

𝑁𝛼
 ∑ 𝑤𝑘𝑘   ∑ ⟨𝜓𝛼  (𝑘)|1 − �̂�(𝑘)|𝜓𝛼 (𝑘)⟩𝛼  ,   (3.73) 

𝑁𝛼 is the number of plane-wave states, 𝑤𝑘 is the associated weight using the selected 

k-points in the Brillouin zone. �̂�(𝑘) gives the projection operator of Bloch functions 

with a wave vector k generated by the atomic basis set which is given by … 

�̂�(𝑘) =  ∑ |Ø𝜇 (𝑘) > <  Ø𝜇 (𝑘)|𝜇  ,     (3.74) 

where |Ø𝜇(𝑘) >  are dualities of the linear combination of atomic orbitals (LCAO) 

basis such that;    
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⟨Ø𝜇 (𝑘)|𝜓𝛼  (𝑘)⟩ =  ⟨Ø𝜇 (𝑘)|Ø𝑣 (𝑘)⟩ =  𝛿𝜇 𝑣  .    (3.75) 

The density operator may be defined as 

�̂�(𝑘) =  ∑ 𝑛𝛼
𝑜𝑐𝑐
𝛼 |𝑋𝛼(𝑘) > <  𝑋𝛼 (𝑘)|  ,    (3.76) 

where 𝑛𝛼 is the occupancy of the plane-wave states and 𝑋𝛼(𝑘) > is the projected 

plane-wave states. From this operator, the density matrix for the atomic states can 

be calculated as follows 

𝑃𝜇 𝑣 (𝑘) =  ⟨Ø𝜇(𝑘)|�̂� (𝑘)|Ø𝑣 (𝑘)⟩ .      (3.77) 

The overlap matrix of the localised basis set is defined as  

𝑆𝜇 𝑣 (𝑘) =  ⟨Ø𝜇  (𝑘)|Ø𝑣  (𝑘)⟩ .       (3.78) 

The density matrix and the overlap matrix make it possible to perform the population 

analysis whereby the charge associated with atom A is given by  

 

𝑄(𝐴) =  ∑ 𝑤𝑘𝑘  ∑ ∑ 𝑃𝜇 𝑣 (𝑘)𝑆𝑣 𝜇  (𝑘)𝑣
𝑜𝑛𝐴
𝜇  .    (3.79) 

The overlap population between atom A and atom B is thus  

𝑛(𝐴𝐵) =  ∑ 𝑤𝑘𝑘  ∑  ∑  2 𝑃𝜇 𝑣 (𝑘)𝑜𝑛𝐵
𝑣  𝑆𝜇 𝑣 (𝑘)𝑜𝑛𝐴

𝜇  .   (3.80) 

The weight of an α band on a μ orbital is given by  

𝑊𝛼 𝜇 (𝑘) =  ⟨𝜓𝛼 (𝑘) |Ø𝜇(𝑘) ⟩ ⟨Ø𝛼(𝑘) |𝜓𝛼  (𝑘)⟩ .    (3.81) 

The above equations make it possible to calculate the charge accumulated on each 

atom and also the contributions of each band to the density of states. The basis set 
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that is applied on a specific atom is that of the orbitals in the closed valence shell of 

that species. These orbitals are determined by calculating for the lowest energy 

eigenstates of the applied pseudopotential.  

Caution should be taken when increasing the basis sets because this can lead to 

inconsistencies with natural chemical intuition. The theory and techniques discussed 

here was successfully shown to produce reliable results on the nature of bonds from 

plane-wave pseudopotential calculations in the DFT paradigm [233, 234]. CASTEP 

incorporates the formalisms explained in section 3.11 to successfully produce the 

Hirshfeld charges and the Mulliken atomic populations which are essential in 

analysing the electronic charge density differences.  

3.13. Implementation of computational software codes 

This section discusses all the computational software codes implemented in this 

study. This section will also look into the interfaces that house a variety of stand-

alone codes that can be aligned to function together towards a common purpose. 

3.13.1. GULP 

The General Utility Lattice Program (GULP) [141] is designed to perform varying 

calculations based on force field methods. The original code was developed to 

incorporate the fitting of interatomic potentials to both energy surfaces and empirical 

data. GULP supports geometry optimisation and molecular dynamics of molecules, 

clusters, 2D and 3D systems using a wide range of potential models that covers both 

the organic fields and inorganic fields.  
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The potentials include the shell model, embedded atoms (for metals) and bond order 

reactive force-fields. The potentials describing the interatomic interactions between 

two ions with formal charge 𝑍 separated by the distance 𝑟 can be represented as: 

𝑈𝑖𝑗 =  
𝑍𝑖𝑍𝑗𝑒2

𝑟
+ 𝐴 𝑒

(−
𝑟

𝜌
)

−
𝐶

𝑟6
  ,      (3.82) 

where the first part is the long-range Coulomb term and the latter are the short-range 

terms, Pauli repulsion and the leading term of the dispersion energy. The 𝐴,  𝜌 and 

𝐶 parameters are the adjustable potential parameters [49]. In this study, the GULP 

code was incorporated inside the knowledge-led master code and used to generate 

MnO2 nanoclusters employing interatomic potential methods. 

3.13.2. Knowledge-Led Master Code  

The Knowledge Led Master Code (KLMC) was designed as a means to automate 

many singular tasks traditionally performed by a user employing other third-party 

computer simulation tools to construct complex calculations which used a lot of 

computer resources and demanded too much time, however, the KLMC code 

incorporates a multistage approach which uses the same third-party codes in a single 

calculation. KLMC learns on the fly and refines input files that are submitted for new 

calculations and it can be easily set up to exploit massive parallel computing 

platforms for a more general set of applications that may require statistical sampling 

over large landscapes.  

KLMC can run on local machines and is also capable of transferring many other 

individual calculations, or tasks to other larger networked resources elsewhere on 

high computation platforms. KLMC applications include simple task farming 

(screening structures imported from the database of other third-party codes). They 
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include the structural prediction of nano-sized clusters, surfaces and bulk phases 

using a range of global optimisation techniques based on basin hopping and genetic 

algorithms. It also allows for the exploration of ergodic regions (application of the 

energy lid or threshold algorithm) and statistical sampling of solid solutions or multiple 

point defects in a crystalline solid [235].  

KLMC makes it easier to submit calculations to third party codes, monitor the 

progress of these calculations, extract data from the output files of these third-party 

codes, edit the files as necessary to resubmit the uncompleted calculations and 

distribute the workload of these calculations on all available nodes to produce final 

results in a number of required formats. KLMC can therefore be seen as a tool that 

maximises chain optimisation calculations while still affording the control to the user.  

In this study, the Genetic Algorithm (GA) module inside KLMC is used to generate a 

sample database of nanocluster structures, performing post-calculation analysis, 

generating, editing, reading of input and output files for use in third party codes; GULP 

[138, 43], FHI-aims [48, 49] and VASP [26, 47] for further calculations. KLMC is used 

to drive random and global optimisation routines. It can generate and update a 

structure’s database and it links up with other computational software codes such as 

GULP to compute and minimise IP energies determined during the global 

optimisation calculations.  

The structural database is then linked up with the FHI-aims code to compute and 

optimise the structures determined from GULP using interatomic potentials. In the 

final stages of the refinement of structures in the database, the generated 

nanoclusters are ranked according to their stabilities of (MnO2)n for sizes n = 2 to 20.  
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3.13.3. FHI-aims 

The Fritz Haber Institute ab initio molecular simulations (FHI-aims) package is an all-

electron code for efficient high-accuracy DFT calculations with advanced exchange-

correlation methods like the many-body perturbation theory. It can be used to perform 

efficient all-electron modelling of molecules, clusters, surfaces, interfaces and bulk 

materials. The FHI-aims code incorporates a number of default basis sets for each 

atom, with the accuracy increasing from “tier 1” to “tier 4” and further basis functions 

below -0.08 meV. However, due to the ionic nature of the Mn atoms. Only tier 1 basis 

sets proved necessary when ranking the nanoclusters together with the default “light” 

settings set for tolerances.  

The PBEsol functional was chosen because it is not too computationally expensive 

and it is also unbiased when it comes to neutrally charged systems. The FHI-AIMS 

code will be used to optimise the generated nanoclusters as well as to perform doping 

using the substitution technique where a suitable manganese atom will be 

determined and replaced with the selected dopants. The FHI-AIMS code will also be 

used to measure the band-gaps between the Highest Occupied Molecular Orbitals 

and the Lowest Unoccupied Molecular Orbitals (HOMO-LUMO band-gaps) 

3.13.4. Materials Studio 

Accelrys Materials Studio is an inclusive computer software package that is designed 

to host vast computational nodules that can be used for research into chemicals and 

materials studies. The vast capabilities and functions of this software package 

includes analytical and crystallisation software that helps investigate, predict and 

modify the crystal structure and crystal growth. Materials Studio's visualisation and 
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statistical tools enable users to instantly view structures to obtain more data and 

greater insight about factors affecting the material’s properties.  

The Materials studio visualizer provides a broad range of support for the description 

of crystals and offers users the ability to change symmetry and periodicity of crystals. 

The specific codes used in this study are discussed below briefly. CASTEP will be 

used for the geometric optimisation of the bulk structure and the nanoclusters. Reflex 

will be used to study the X-Ray Diffraction spectroscopy. DMol3 will be used to 

investigate the effect of adding dopants on the stability of the bulk structure and the 

generated nanoclusters. DMol3 will also be used to calculate the bonding energies of 

the selected structures.  

3.13.4.1 CASTEP 

CASTEP (Cambridge Serial Total Energy Package) is a quantum mechanics-based 

scientific code designed for solid-state materials science and is embedded in 

Materials Studio software package. CASTEP employs density functional theory 

plane-wave pseudopotential method which enables users to perform scientific 

simulations and calculations that explore the various properties of crystalline 

structures based on first-principles quantum mechanics. It was originally developed 

by Payne et al. [168] and subsequent developments were added by a large number 

of collaborators and researchers [236].  

In CASTEP, the solution to a set of one-electron Schrodinger (Kohn-Sham) equations 

is executed using the plane-wave pseudopotential approach. The wavefunctions are 

expanded in a plane wave basis set that is defined using simple periodic boundary 

conditions and Bloch’s Theorem. Direct energy minimisation schemes are used to 
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obtain the electronic wavefunctions and the corresponding charge density. Although 

the total energy is the central quantity in CASTEP, that total energy is measured in 

response to external influences that are also vital in an effort to compare with 

experimental data.  

In this study, CASTEP is used to determine stability of the nanoclusters and calculate 

their structural, electronic and thermal properties [27]. All the DFT optimisations 

performed in this were done using CASTEP for both the bulk structures and the 

generated nanoclusters. The NVE molecular dynamics calculations presented in this 

study were also calculated using CASTEP, this includes the effects of temperature 

fluctuations on stability. The doping of the bulk structure and stable nanoclusters 

presented in this study using both the Virtual Approximation Method and the atomistic 

substitution method were also conducted using the CASTEP code 

3.13.4.2 Reflex code 

The Reflex module is a computer software tool that simulates and analyses X-ray 

diffraction data. The reflex module is also embedded in the Material Studio software 

package. It extracts vast amounts of data from diffraction patterns of organic, 

inorganic, organometallic and biological crystals [237]. Reflex monitors the effects of 

structural changes on the diffraction patterns by providing graphical representations 

of the simulated data to display X-ray diffraction patterns. Analysis of the diffraction 

patterns reveals interesting aspects of the atomic structure and energy of the crystal.  

The Reflex module is used in this study to calculate XRD patterns for the bulk 

structures and stable nanoclusters. All the XRD pattern in this study were developed 

using the Bragg-Brentano geometry with no peak shifts selected to display the 
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intensities clearly, copper was the selected source and the polarisation was set to 

0.50. The Pseudo-Voigt function was used and atomic temperature factors were 

used. A 0.05 step size on a 5.00 to 40.00 range on the 2θ positional scale was set. A 

d-spacing (1/dhkl) of 0.056628 and a separation (1/ Å) of 0.44402 were used to 

generate all the XRD patterns in this study.  

3.13.4.3 DMol3 code 

The DFT-based code DMol3 was employed to investigate the electronic properties of 

the bulk β-MnO2 structure and the generated nanoclusters. The basic DMol3 

methodology uses a three-dimensional numerical integration for the matrix elements 

which only makes minimal assumptions about the form of the basis functions and 

molecular orbitals [238]. The local functionals used in DMol3 are the Perdew-Wang 

generalised-gradient approximation (PW91) [239].  

DMol3 combines computational speed with the accuracy of quantum mechanical 

methods and first principle methods to predict the properties of materials reliably and 

quickly. Furthermore, the localised numerical orbitals used as basis sets for DMol3 

are designed to offer maximum accuracy for a given basis set. Recent advances in 

DMol3 have made it a band structure method capable of computing the SCF with 

general k-points. These upgrades have also introduced Hard-core semi-local pseudo-

potentials which help to reduce the size of the matrices. The pseudo-potentials give 

a favourable means to introduce scalar relativistic effects into a formerly non-

relativistic approach thereby speeding up the calculations and reducing the 

computational costs [51]. 
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In this study, DMol3 was used to determine the electronic properties of the bulk β-

MnO2 and the generated nanoclusters. In particular, the density of states, the Fermi 

energy and the band-gap energy were calculated. Furthermore, the binding energy 

is also calculated as way to determine the effect of doping on the stability of the bulk 

structure and the nanoclusters using this code.  
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Figure 9: Flow chart of the computational codes used and the properties measured 

Figure 9 displays the sequence of calculations employed through the evolutionary 

algorithm sequence used to generate the nanoclusters. The figure also shows all the 

codes used and the properties that were measured using those codes. 
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Chapter 4: β-MnO2 bulk Structure 

This chapter gives analysis on the β-MnO2 bulk structure and nanoclusters. In 

particular, the structural properties of the bulk structure such as the lattice parameters 

and the bond lengths. The stability of the β-MnO2 bulk structure at varied 

temperatures is also discussed. Furthermore, the XRD patterns and the effect of 

doping the bulk structure with different transition metals as dopants is discussed.  

4.1. Convergence tests: cut-off energy and k-points  

The convergence tests for both the cut-off energy and k-point mesh are of particular 

importance in DFT calculations. They ensure that the accurate ground state 

equilibrium parameters of the β-MnO2 bulk system is realised. The β-MnO2 bulk 

structure was subjected to a full geometry optimisation and energy minimisation 

procedure using DFT techniques. The energy cut-off is an important parameter in 

PWP calculations because it determines the number of plane waves required in a 

minimisation process.  

The geometry optimisation calculations were performed by allowing the lattice 

parameters and cell volume to relax using the Broyden-Fletcher-Goldfarb-Shano 

(BFGS) minimisation method employing the determined stable cut-off energy and 

suitable k-point mesh. Electronic minimisation was performed using the band-by-

band conjugate gradient (CG) method. The DFT-based planewave CASTEP code 

using the GGA-PBE functionality was used to perform the convergence tests for the 

stable cut-off energy and suitable k-point mesh. 



97 
 

4.1.1. Cut-off energy 

Calculations based on different values of the cut-off energy ranging from 250 eV to 

900 eV were performed in order to achieve minimisation of the total energy. The 

convergence tests for the varying cut-off energies were determined by performing a 

series of single-point calculations at a constant default k-point set. Figure 10 

illustrates the convergence of the total energy as a function of the cut-off energy.  

Cut-off energy (eV)

200 300 400 500 600 700 800 900 1000

E
n
e
rg

y
 (

e
V

)

-3054

-3053

-3052

-3051

-3050

-3049

-3048

-3047

 

Figure 10: The plot for the total energy versus energy cut-off of the β-MnO2 bulk 

structure. 

Figure 10 displays the total energies measured at varying temperatures from 250 eV 

to 900 eV varied with a 50-eV difference for every calculation. From the plot in figure 

10, it is observed that the total energy decreases and becomes more stable as the 
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energy cut-off is increased. There is a steep decrease in the total energy from 300 

eV corresponding to a total energy of -3047.5409 eV to a cut-off energy of -3053.0354 

at a cut-off energy of 400 eV. From the cut-off energy of 450 eV, the graph stabilises 

and its energy difference decreases very slightly to 500 eV.  

The cut-off energy of 500 eV with a total energy of -3053.1054 eV is identified as the 

most stable cut-off energy. It is at this point where the total energy is relatively 

constant with a negligible variation in the energy difference of less than 1 meV/atom 

and a marginal gradient in the slope. This cut-off energy of 500 eV is then used to 

determine the suitable k-point mesh. This cut-off energy will also be used to calculate 

all the DFT and molecular dynamics calculations for the MnO2 nanoclusters in the 

latter chapters of this study. 

4.1.2. k-point mesh 

The convergence test for the total energies was performed using the constant cut-off 

energy of 500 eV to determine a suitable k-point set for the β-MnO2 bulk structure. 

The Monkhorst-Pack scheme was used to select an optimal set of a special k-point 

sample size integrated on the Brillouin zone such that the greatest possible accuracy 

is achieved from the number of k-points used. The number of k-points is determined 

by running self-consistent field (SCF) calculations for different k-point sets ranging 

from 1x1x2 to 10x10x20, these k-point sets are chosen based on them befitting the 

tetragonal crystal structure of pyrolusite. 

Table 1 gives the single-point energy results determined from calculating the total 

energy at different k-point sets with the cut-off energy of 500eV until minimisation is 

achieved as shown in figure 11. 
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Table 1: k-points at 500eV cut-off energy of the β-MnO2 

 

k-points x-axis 
Total energy (eV) 

y-axis 

1x1x2 1 -3046.7399 

2x2x4 2 -3053.1054 

3x3x6 3 -3052.7629 

4x4x8 4 -3052.8505 

5x5x10 5 -3052.7973 

6x6x12 6 -3052.8075 

7x7x14 7 -3052.8046 

8x8x16 8 -3052.8003 

9x9x18 9 -3052.7982 

10x10x20 10 -3052.7975 

 

Figure 11 displays the plot for total energy measured at varying k-points 

corresponding to the rutile tetragonal crystal space group of β-MnO2 given in table 1. 
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Figure 11: Plot for total energy vs k-points of the β-MnO2 bulk structure 

From figure 11, a steep decrease in the total energy occurs from the 1x1x2 k-point 

set to the lowest point at a k-point set of 2x2x4. From this point, the plot fluctuates 

upwards momentarily and begins to stabilise. Therefore, the k-point set of 2x2x4 

which has the lowest total energy of -3053.105 eV is identified as the most suitable 

to accurately converge the bulk structure to its stable ground state.  

From this 2x2x4 k-point set there is an energy difference of less than 1 meV/atom as 

the k-point set is increased sequentially which reinforces the choice of this k-point 

mesh to perform all the DFT and molecular dynamics calculations in this study. 

Furthermore, a geometry optimisation calculation was performed on the bulk β-MnO2 

structure using these derived parameters. 
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4.1.3. Optimisation of the β-MnO2 bulk structure 

A geometry optimisation calculation was performed using the 500-eV cut-off energy 

and the 2x2x4 k-point mesh. The Pulay correction was applied to the forces in order 

to compensate for the selected energy cut-off. The tolerance in the total energy and 

the pressure change before self-consistency was 1 x 10-5 eV/atom with a 0.05 GPa. 

The root mean square (RMS) tolerance for the atoms’ maximum displacement was 

restricted to 0.001 Å with two hundred maximum iterations and five hundred SCF 

cycles used to achieve the required minimisation. These parameters were 

successfully used to optimise the β-MnO2 bulk structure and the results are presented 

in table 2 with reference to results from previous similar parameters. 

The percentage difference values presented in table 2 were calculated using the 

calculated parameters from the DFT-optimised β-MnO2 bulk structure compared 

against parameters derived from a previous study employing IP techniques. The 

equation used to calculate the percentage difference is given as follows; 

%  𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =  
|𝐸1− 𝐸2|

(𝐸1+ 𝐸2) / 2
   ×   100 %     (4.1)  

where E1 is the experimental value of the bulk structure from this study and E2 is the 

value of the optimised bulk structure from a previous IP study. For example, the 

percentage difference for the cell volume was calculated as follows;  

%  𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒  =   
|53.98 − 64.21|

(53.98 + 64.21) / 2
   ×   100 %  =  17.31 % . 

This percentage difference calculations serve to compare the results of this study 

employing DFT techniques with another study employing IP techniques in order to 

determine which method is best suitable for optimising the bulk β-MnO2 structure to 
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its most accurate and stable ground state configuration. Results from other 

experimental and computer simulation studies are also included as a reference point 

in table 2.  

Table 2: Comparison of the lattice parameters (Å), cell volume (Å3), bond length (Å) 

and density (g/cm3) of the bulk β-MnO2 Structure 

Parameters Calculated 

(DFT-CASTEP) 

Experimental 

[26] 

IP 

[163] 

Other works 

a = b  

 (Å) 

(% diff.) 

 

4.395 

(0.43 %) 

4.414 

 

4.462 

 

4.404 [21] (exp.) 

4.459 [21] (GGA) 

4.398 [42] (exp.) 

c  

(Å) 

(% diff.) 

 

2.795 

(14.32 %) 

2.860 

 

3.226 

 

2.876 [21] (exp.) 

2.906 [21] (GGA) 

2.873 [42] (exp.) 

Cell volume (Å
3
) 

(% diff.) 

 

53.98 

(17.31 %) 

55.56 

 

64.21 

 

55.78 [21] (exp.) 

57.78 [21] (GGA) 

55.58 [42] (exp.) 

Density 

(g/cm
3
) 

4.99 5.20 4.50 5.19 [42] (exp.) 

Bond length (Å) 

(Mn-O1) 

(Mn-O2) 

Total length 

 

1.898 

1.823 

3.721 

 

1.891 

1.886 

3.777 

 

1.965 

1.783 

3.748 

 

1.884 [21] (exp.)  

1.904 [21] (GGA) 

3.788 
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Table 2 compares the calculated bulk β-MnO2 structure which was optimised using 

the DFT-based CASTEP code with the bulk structure optimised by interatomic 

potentials techniques in a previous study by Maphanga et al. [163]. The results are 

also compared with a DFT based study using the GGA functional by Balachandran 

et al. [21] and an experimental study of a rutile type MnO2 by Baur et al. [42]. The 

bulk structure maintains its crystal structure with a space group of P42/MNM (D4H–

14). The optimised β-MnO2 bulk structure with parameters displayed in column 2, i.e., 

calculated (DFT-CASTEP) is displayed in figure 12 with bond lengths of interest 

labelled within. 

 

 

 

The analysis in this section focuses on the structural properties, i.e., the lattice 

parameters, cell volume, density and the bond length between similar manganese to 

oxygen bonds [240]. It is observed that the DFT CASTEP results are in better 

Figure 12: Atomic arrangement of the DFT optimised β-MnO2 bulk structure 

displaying the Mn (purple) and O (red) atoms 
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accordance with the experimental data [42] and other previous studies [21]. The DFT 

calculated lattice parameters agree to within 5 % of the experimental data, however 

there is a significant deviation when compared to the IP results as proven by the 

percentage difference in the “c” lattice parameter and the cell volume being greater 

than 14 % [163].   

Moreover, this shows that the IP calculations still require further refinement before 

they can be applied on larger scale for this type of calculations. It is observed from 

figure 12 that the calculated parameters from the DFT optimised bulk β-MnO2 

structure indicates a decrease in the lattice parameters and bond lengths as 

compared with the parameters from the IP optimised bulk structure. This is in 

accordance with the objectives of the study to decrease the size of the structures 

while improving their structural stability and electrochemical performance.  

This shows that optimisation with DFT is the preferred method of minimising the bulk 

structure for the purpose of this study. In the next chapter, the DFT optimised results 

for the generated nanoclusters is presented. 

4.2. X-Ray diffraction patterns for the bulk β-MnO2 structure 

This section focuses on the X-ray diffraction patterns of the optimised bulk β-MnO2 

bulk structure. The XRD patterns were extracted using the Reflex module and these 

are compared with previous experimental studies to validate the current results. 

Figure 13 (a) and (b) shows the XRD patterns of the simulated bulk β-MnO2 structure 

compared to the XRD patterns from a previous experimental study by Zheng et al. 

[241]. 
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Figure 13: XRD patterns comparing (a) simulated XRD patterns of the bulk β-MnO2 

structure generated using the Reflex module and (b) an experimental study [241].  

 

From figure 13 (a) and (b), the simulated and experimental XRD peaks appear to be 

similar. It can be clearly seen that all the dominant peaks are observed on both the 
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simulated and experimental XRD patterns. There are three dominant peaks observed 

at 28⁰, 37⁰ and 58⁰ corresponding to (110), (101) and (211) respectively. Furthermore, 

it is observed that the indexed X-ray diffraction peaks from our current study confirm 

the tetragonal phase of the β-MnO2 structure. This is confirmed by the similarity with 

the XRD pattern from a previous experimental study as displayed in figure 13 (b) 

[242] of a tetragonal phase of MnO2.  

Minor differences are observed in the size of the peak widths and intensities. 

Specifically, these differences are brought about by the presence and quantities of 

impurities or foreign elements in the samples of experimental studies as compared 

to the purity of simulated studies. The peak width gives insight into the size of the 

crystallite as well as the significance of the deformations found in the crystallite [243]. 

Moreover, the width of the peaks on the XRD patterns of the optimised β-MnO2 bulk 

structure is very narrow and of roughly equal size for all the peaks. Note that XRD 

peaks can be broadened by crystal defects [244]. There are no peaks observed for 

other types MnO2 phases indicating high purity and crystallinity. All the major 

distinguishable peak positions are similar on both the previous study and the current 

study but differ slightly in the intensities.  

The (211) peak displays the greater intensity on the XRD pattern of the optimised β-

MnO2 structure which can be attributed to the absence of impurities and other defects 

in this simulated bulk structure. Their absence removes adverse sound that limits the 

detection of dominant phases. This intensity differences are also observed for the 

(101) and (220) peaks. The (301) and (112) peaks are clearly separated on the 

simulated XRD patterns in contrast with those merged together as observed on the 

XRD pattern from the experimental study by Zheng et al. [241]. These differences 

show that this simulated study produces better quality results focusing solely on the 
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target elements while disregarding imperfections brought by impurities and foreign 

elements present in experimental studies. 

It is the encouraged to undertake more computer simulation studies because they 

are shown to produce results that are consistent with experimental studies and 

sometimes even indicating improvements. The XRD patterns show that similar 

phases were discovered in the simulated patterns with those from the experimental 

and naturally occurring minerals however the real minerals are saved and used for 

the actual use that will benefit humanity.  

4.3. Effect of temperature on the stability of the bulk β-MnO2 

structure 

This section focuses on the effect that changes in temperature affect the stability of 

the bulk β-MnO2 structure. In order to explore the effect of temperature on the stability 

of the bulk β-MnO2 structure, a molecular dynamics (MD) calculation was conducted 

with the CASTEP code using the NVE ensemble with the GGA-PBE functionality. In 

these calculations the temperature is changed while the number of atoms and volume 

are kept constant. At each and every iteration, the temperature is set and the 

corresponding energy is recorded.  

The analysis of the results in this section will help determine the effect that fluctuating 

temperatures has on the bulk structure’s stability. This will aid to also determine ways 

of maintaining the bulk structure’s integrity with respect to the natural temperature 

changes in the environment. The results for the total energy versus the temperature 

is displayed in figure 14. This is done because first-principles total-energy 
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calculations have been shown to be of significant importance when examining the 

properties of materials and their interactions [245]. 
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Figure 14: Plot illustrating the behaviour of the bulk structure with respect to 

increasing temperatures.  

Figure 14 indicates the total energy of the bulk β-MnO2 structure against the 

increasing temperature (ranging from 100 K to 1500 K). This temperature was 

selected to observe the behaviour of the bulk structure and the nanoclusters at the 

various melting points of the main polymorphs of manganese dioxide and also at 

extremely higher temperatures for use in aeronautical applications.  

• At lower temperatures up to 200 K, the β-MnO2 bulk structure is still 

crystallised. However, beyond this temperature a minor fluctuation is 

observed. 
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• Another fluctuation is observed between 400 K and 600 K, where the plot 

appears stable from 600 K to 800 K.  

• Above 800 K, the structure appears to have lost shape due to the large 

fluctuation observed. This implies that there is a possible phase change 

occurring at this temperature. This behaviour is in line with the experimental 

observations that the bulk β-MnO2 melts at 808K (535 ⁰C) where MnO2 

possibly decomposes and transitions into other polymorphs of manganese 

dioxide that may differ from the original rutile structure of the bulk pyrolusite 

[246]. This phenomenon will be investigated further when studying XRD 

patterns of the doped nanoclusters. 

This sharp increases in the plot have been shown to be indicative of phase transitions 

in previous studies as reported by Jassem et al. [128]. It was reported that 

manganese oxide nanoparticles were successfully synthesised at 600 ⁰C (873 K) 

then transformed to the tetragonal MnO2 at 800 ⁰C (1073 K) which is consistent with 

observations from this current study. The plot shows that the structure’s stability 

decreases with increasing temperatures.  

Another study by Antoniammal et al. [247] accounted for the variations of the 

locations of these peaks in the current study as they concluded that the melting point 

of spherical cylindrical nanostructures decreased with the decrease in the size of the 

particle radius. These observations show the success of the potentials used in this 

simulated study to create plausible stable structures as the results match those 

observed in other experimental studies. 

In thermodynamics, an increase in the temperature of a system causes a rapid 

movement of atoms in the system thereby increasing the disorder which may result 
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in crystallographic defects [16]. The dominant defect species in the β-MnO2 structure 

are cation vacancies at high oxygen activities (elevated temperatures) and 

manganese interstitials at low oxygen activities (low temperatures). These defects 

have been shown to contribute much to the structural deficiencies and deterioration 

of MnO2 when used as cathode materials in Lithium-ion rechargeable batteries 

because of the higher temperatures reached during the charging-discharging cycle 

[18]. Table 3 reports on the electronic properties of the β-MnO2 bulk structure as 

temperature is increased from 100K to 1500K. 

Table 3: Binding Energy and Fermi Energy of the β-MnO2 Bulk structure ranging from 

100 K to 1500 K 

100 K 

Total Energy -7483.706 eV 

Binding Energy -5.148 eV/atom  

Fermi Energy: -7.393 eV 

DFT energy gap:  0.047 eV 

valence band edge: -7.399 eV 

conduction band edge: -7.352 eV 

Bond Length (Å) centre Mn – O 1.899   

3.736                            corner Mn – O 1.837 

500 K 

Total Energy -7483.535 eV  

Binding Energy -5.143 eV/atom  

Fermi Energy: -7.321 eV 

DFT energy gap:  0.040 eV 

valence band edge: -7.324 eV 

conduction band edge: -7.284 eV 

Bond Length (Å) centre Mn – O 1.946   
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                           corner Mn – O 1.919 3.865 

1000 K 

Total Energy -7483.415 eV  

Binding Energy -5.093 eV/atom  

Fermi Energy: -7.249 eV 

DFT energy gap:  0.049 eV 

valence band edge: -7.257 eV 

conduction band edge: -7.208 eV 

Bond Length (Å) centre Mn – O 1.812   

3.591                            corner Mn – O 1.779 

1500 K 

Total Energy -7483.116 eV  

Binding Energy -5.084 eV/atom 

Fermi Energy: -7.220 eV 

DFT energy gap:  0.107 eV 

valence band edge: -7.304 eV 

conduction band edge: -7.196 eV 

Bond Length (Å) centre Mn – O 2.050   

3.896                            corner Mn – O 1.846 

 

Table 3 reports on the binding energies and Fermi energies of the bulk structure as 

a means to build onto the information that was discussed from Figure 14 pertaining 

to the effect of increasing temperatures on the stability of the Bulk structure. The data 

from the table above was calculated using the DMol3 code and CASTEP code from 

the Materials Studio software suit.  

Based on the Fermi Energy results in table 3, the structural optimisation that occurred 

at a temperature of 100 K recorded the lowest Fermi energy of -7.393 eV. The Fermi 

energy shows an increase to -7.321 eV when the calculations were performed at a 
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temperature of 500 K. This increment of the Fermi energy continues when the 

temperature is increased to the maximum temperature of 1500 K. These results show 

that the structure optimised at 100 K is more stable and is the better electrical 

conductor as compared with all the other bulk structures optimised at higher 

temperatures.  

Looking at the total energies, it is observed that the most stable structure is optimised 

at the lowest temperature of 100 K with a total energy of -7483.706 eV. The total 

energies increase from there on as the temperature increases. This increase in the 

temperature also causes an increase in the bond lengths between the manganese 

atoms and the oxygen atoms as displayed in figure 15. This increase causes a direct 

increase in the cell volume and the lattice parameters of the structure going against 

the aim of this study to determine compact stable structures.  

The structure optimised at 100 K has the most stable binding energy which is the 

lowest at -5.148 eV/atom. It is observed that the energies increase directly with the 

temperature. It can thus be deduced that the increasing temperatures cause a 

destabilisation of the atomic structure in the bulk structure, specifically after the 

melting point temperature. This is in line with the results from the study by Grundy et 

al. [248], where it was stated that pyrolusite was stable below 300 K. Figure 15 

displays the bond lengths of the DFT optimised bulk β-MnO2 structure as the 

temperature is varied from 200 K to 1400 K to further observe the changes occurring 

to this bulk structure due to temperature variations. 

From figure 15, it is observed that the bond length is showing a gradual direct linear 

increment from 200 K to 600 K where a sharp spike occurs to 800 K at the peak of 
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the plot which has already been mentioned to be the melting point for pyrolusite at 

808K. 
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Figure 15: Bond length from the central Mn atom to the exterior corner Mn atom of the 

β-MnO2 bulk structure drawn against temperature from 200 K to 1400 K 

From the peak around 800 K, a gradual decrease in the bond lengths occurs until the 

maximum temperature recorded at 1400 K. It is known that when a material melts, it 

changes from a solid phase to a liquid phase. Therefore, it can be deduced from this 

plot that the change from a solid phase to a liquid phase causes the bond length 

between cations to decrease as seen with the bond length between the central 

manganese atom and exterior manganese atom situated on the corner of the crystal 

box to decrease from 3.67 Å at 200K to 3.59 Å at 1400K. 
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This is in line with observations by Tompsett et al. [16] and Kwon et al. [18] showing 

that bonds are weakened at higher temperatures. Some studies have even shown 

that nanostructures containing oxygen tend to record lower melting points that their 

bulk counterparts [249]. This shows that measures must be put in place to keep 

temperatures exceptionally low in order to maintain the compactness and rigidity of 

β-MnO2 when used as a component in secondary rechargeable batteries.  

MnO2 is well known for its high activity and thermal stability as reported by Jideh et 

al. [250] . However, this stability degrades at higher temperatures above the melting 

region of pyrolusite as observed from these results in this subsection. This 

deficiencies in the bulk structure are further indications that new innovative ways 

should be researched to improve the stability of the rechargeable battery 

components. One of them is nanostructuring which is investigated from chapter 5 and 

another is doping which is investigated in the next subsection. 

4.4. Doping of the β-MnO2 bulk structure 

This section focuses on the effect of doping the bulk β-MnO2 structure with the 

selected dopant elements, i.e., nickel, cobalt and iron. These dopants have been 

shown to exhibit favourable results in previous studies [251]. Two methods of doping 

have been employed, that is the virtual crystal approximation (VCA) method [219] 

and the substitutional method [223]. These approaches have been discussed in the 

methodology chapter 3. The analysis conducted in this section will clarify which of 

the two doping techniques is preferred for this study and also to establish which of 

the dopant elements is more preferable.  
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4.4.1. Virtual crystal approximation method 

The VCA approach allows the substitution of small compositions into a simple unit 

cell, however for the purpose of this study, two different percentages were considered 

i.e., 10 % and 20 % for all the dopants. Similar percentile doping was done in previous 

studies focused on similar compounds [252]. The effect of this doping is discussed 

focusing on the structural properties, specifically the lattice parameters, bond lengths, 

densities and the cell volume, as displayed in table 4. The analysis of the changes 

occurring to these properties will aid in determining the effectiveness of doping using 

the VCA technique for the bulk β-MnO2 structure. 

Table 4: Structural properties of the doped bulk β-MnO2 structures 

 Symmetry 

(Space 

group) 

Binding  

Energy 

(eV/ato

m) 

Total 

Energy 

(eV) 

Cell 

Volume 

(Å3) 

Density 

(g/cm3) 

Lattice 

Parameters 

(Å) 

Bond Lengths 

 

(Å) 

      a = b C centre 

Mn/x-O 

corner 

Mn/x-O 

Pure 

bulk 

P
4
2
/M

N
M

 (D
4
H

-1
4
) 

-5.082 -7483.734 53.980 4.99 4.395 2.795 1.898 1.823 

20% 

Fe 

-5.074 -6480.269 54.204  8.748  4.493   2.685  1.856  1.895  

10% 

Fe 

-5.045 -6973.646 53.454  8.871  4.459 2.687  1.880 1.838 
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20% 

Co 

-5.086 -6628.364 55.508  8.727 4.525 2.712 1.878 1.900 

10% 

Co 

-5.090 -7052.618 54.555  8.879  4.449 2.756 1.882 1.864 

20% 

Ni 

-5.089 -6790.226 57.115 8.468 4.566 2.739 1.899 1.914 

10% 

Ni 

-5.106 -7137.298 55.388 8.733 4.454 2.791 1.888 1.878 

 

From table 4; firstly, consider the doping with Fe on the Mn sub-lattice positions by 

both 10% and 20%. It is observed that 20% doping of all the manganese atoms in the 

optimised bulk structure with the first dopant material, iron (Fe) results in the cell 

volume increasing from 53.98 Å3 (as reported in table 2) to 54.20 Å3. This implies that 

with 20% VCA doping the bond lengths and the lattice parameters have increased 

(see table 4) in comparison with the pure (undoped) bulk β-MnO2 structure (see table 

2). This shows that there is more atomic repulsion between the positively charged 

iron and manganese atoms, which causes these atoms to move further apart resulting 

in the larger lattice parameters and effectively a larger bulk structure which is less 

tightly held together, hence less stable. 

However, 10% doping has the desired effect of actually decreasing the cell volume 

from 53.98 Å3 to 53.45 Å3. This indicates a decrease in the bond lengths and the 

lattice parameters which is the desired result as envisioned in the objectives of this 

study. This shows that doping with 10% offers the better results as compared with 
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20% as far as Fe is concerned. Similar trends are observed when evaluating the 

doping with Co and Ni whereby inserting a concentration of 10 % respectively 

produces doped bulk structures that have a smaller cell volume than those observed 

with 20 % of VCA doping.  

Secondly, the external manganese-oxygen bonds have a longer bond length for 20 

% bonding as opposed to 10 % concentration. For example, doping with 20 % nickel 

has a bond length of 1.914 Å which is longer than doping with 10 % nickel which has 

an external manganese to oxygen bond length of 1.878 Å. A similar trend is observed 

for the bond lengths of the other doping concentrations with 20 % always having 

longer bond lengths than 10 %.  

Lastly, comparing the binding energies of all the dopants at all the concentrations and 

also with the pure bulk β-MnO2 structure, shows that 10% of Ni-doping produces the 

most stable and most tightly bonded doped structures. This is because 10 % Ni-

doping has the lowest binding energy of -5.106 eV/atom. 10% Fe-doping produces 

the least stable doped bulk structure with the highest binding energy of -5.045 

eV/atom. This indicates that Ni is the most favoured dopant for the bulk β-MnO2 

structure and Fe is the least favoured. It should be stated that the doped bulk 

structures have not necessarily improved the on all the properties of the pure bulk 

structure. 

These observations further reinforce the choice of doping with smaller concentrations 

of the dopant element when using VCA. This agrees well with the study’s objectives 

of discovering smaller compact structures while still trying to improve their stability 

and electrochemical performance. It is hoped that these positive attributes achieved 

with the bulk structure can be implemented to the new nanoclusters that will be 
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generated and investigated in the next chapter. The table below visualises the bond 

length measurements discussed above. It is important to investigate how the 

concentration of the dopants affects the size of the β-MnO2 bulk structure by 

specifically focusing on the bond lengths of specific atoms as shown in table 5. 

Table 5: Depicted below in the table are the bulk structures doped with 10 % and 20 

% of the dopants; iron, cobalt and nickel 

 

10 % concentration doping  20 % concentration doping 

0.9Mn-0.1Fe 

 

0.8Mn-0.2Fe 

 

0.9Mn-0.1Co 

 

0.8Mn-0.2Co 
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0.9Mn-0.1Ni 

 

0.8Mn-0.2Ni 

 

 

Table 5 displays the optimised bulk structures that have been doped with a 

concentration of 10% and 20% respectively on all the manganese atoms with Fe, Co 

and Ni using the VCA method. The bond lengths from the central manganese atom 

to exterior manganese atom are indicated on the bulk structures in the table. Based 

on the indicated bond lengths, it is observed that doping with 10% Nickel produces 

the most stable structure as it has the lowest binding energy of -5.106 eV/atom. All 

the doped bulk structures maintained their original symmetry and space group; 

P42/MNM (D4H–14).  

The cell volume is highest for the bulk structure doped with 20 % nickel. This result 

is expected because an increase in the number of electrons coincides with an 

increase in the nuclear size [253], hence nickel with the most electrons occupying the 

valence shell in the d orbital will have largest cell volume as observed in the table. 

This effectively means that the nuclear size of the transition metals used in this study 

is Mn > Fe > Co > Ni. However, it is the intention of this study to show that an increase 

in the nuclear size of one component does not effectively expand the whole structure.  
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An interesting observation occurs with the densities whereby they are all relatively 

equal ranging between 8.47 g/cm3 to 8.88 g/cm3, showing that the doped structures 

are maintaining their rigidity even when the size of the crystal box containing the 

doped structures is changing. This is a positive result and bodes well for the study. 

Interestingly, doping with 10 % Fe produced the bulk structure with lowest cell volume 

of 53.45 Å3 although that bulk structure is energetically less stable than the bulk 

structure doped with 10 % Ni. 

From this section, it can be concluded that nickel is the preferred dopant for the β-

MnO2 bulk structure. Furthermore, VCA is more efficient at lower concentrations 

because 10 % was shown to produce the more stable bulk structure. It is important 

to note that the pure un-doped bulk structure of β-MnO2 is energetically more stable 

than all doped bulk structures and has the lowest cell volume in comparison. The 

next section will investigate another method of doping in order to verify and validate 

the results from this section due to the inaccuracies of VCA as discussed in section 

3.10.1 of the Methodology chapter. 

4.4.2. Substitutional method of doping 

The substitutional method of doping involves the replacement of a specific atom in a 

structure by the selected dopants. The theoretical background of this technique was 

discussed in section 3.10.2 of the methodology chapter. The pyrolusite bulk structure 

has two manganese atoms, so a determination was initially done to show that the 

selected atom was contributing to the instability of the structure.  

To determine this level of instability; the focus is on the binding energies and total 

energies of the optimised bulk structures after the substitutions have been made and 
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optimised using DFT. The bond lengths, the densities, the cell volumes and the lattice 

parameters are also analysed and discussed to determine the atomic position that is 

most suitable to perform doping. The discussions focus on both the substitutional 

positions in order to declare definitively which doping position is most preferable. The 

analysis also sheds light on which dopant element produces the most stable doped 

complex. Comparisons are made with the VCA results to determine the suitable 

doping technique and the most suitable dopant element.  

These results from the doped structures will be compared with the pure un-doped 

bulk structure. Particularly, this is done to determine the overall efficacy of doping on 

the stability of the bulk systems and whether those trends carry over to the 

nanoclusters. To achieve this, the structural properties of the doped bulk structures 

were calculated and given in table 6 where the β-MnO2 bulk structure was doped on 

the central manganese atom.  

Table 6: Substitutional doping of the β-MnO2 bulk structure on the central manganese 

atom 

 

 
Symmetry 

(Space 

group) 

EB 

(eV/atom) 

ET 

(eV) 

Cell 

Volume 

(Å3) 

Density 

(g/cm3) 

Lattice 

Parameters 

(Å) 

Bond Lengths 

(Å) 

      a = b C centre 

Mn/x-

O 

corner 

Mn/x-

O 

Pure 

bulk 

 

-5.082 -7483.73 53.980 4.99 4.395 2.795 1.898 1.823 
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Mn/Fe 

C
M

M
M

 (
D

2
H

–
1
9
) -5.170 -5483.29 53.833  5.391  4.356   2.837  1.863  1.855  

Mn/Co -5.185 -5719.47 53.619  5.508  4.334 2.859  1.874 1.829 

Mn/Ni -5.231 -5994.86 54.706  5.392 4.332 2.915 1.903 1.824 

 

Table 6 reports on the structural properties determined when doping was done on 

the central manganese atoms with the greater coordination. The Ni-doped bulk β-

MnO2 structure is the most stable because it has the lowest, most negative binding 

energy of -5.231 eV/atom while the Fe-doped bulk β-MnO2 structure is the least 

stable with a binding energy of -5.170 eV/atom. 

These results are compared with those when doping was performed on the outer (the 

exterior, less coordinated manganese atoms positioned on the corners of the crystal 

box) manganese atoms as shown in table 7. Table 7 displays results of the optimised 

bulk structures that were substitutionally doped with iron, cobalt and nickel on the 

exterior manganese atoms that are visualised on the corners of the crystal box. The 

bond length from the central manganese atom to its neighbouring oxygen atom and 

another bond length from the corner manganese atom to its neighbouring oxygen 

atom are also measured.  

These bond length comparisons aid in determining which doping position and which 

dopant element produces the most stable and most compact doped bulk structure. 

Comparisons are also made between these stable, doped bulk structures with the 

pure undoped β-MnO2 bulk structure to gauge the overall impact of doping. 
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Table 7: Atomistic substitutional doping of the β-MnO2 bulk structure on the corner 

manganese atoms, 25 % of each making one whole atom  

 

 
Symmetry 

(Space 

group) 

EB 

(eV) 

ET 

(eV) 

Cell 

Volume 

(Å3) 

Density 

(g/cm3) 

Lattice 

Parameters 

(Å) 

Bond Lengths 

(Å) 

      a = b C centre 

Mn/x-

O 

corner 

Mn/x-

O 

Pure 

bulk 

 -5.082 -7483.734 53.980 4.99 4.395 2.795 1.898 1.823 

Mn/Fe 

C
M

M
M

 (
D

2
H

–
1
9
) -5.112 -5483.296 53.834  5.391  4.336   2.838  1.868  1.883  

Mn/Co -5.170 -5719.472 53.624  5.508  4.330 2.859  1.863 1.889 

Mn/Ni -5.211 -5994.861 54.706  5.392 4.332 2.915 1.869 1.909 

 

Similar to table 6, the Ni-doped bulk β-MnO2 structure is the most stable because it 

has the lowest, most negative binding energy of -5.211 eV/atom while the Fe-doped 

bulk β-MnO2 structure is the least stable with a binding energy of -5.112 eV/atom. 

However, the centrally Ni-doped bulk β-MnO2 structure is the most stable as it has 

lowest binding energy in comparison with all other structures in both table 6 and 7. 
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Table 8: Central and corner atomic substitutional doping of the manganese atoms 

displayed side-by-side for iron, cobalt and nickel dopants. 

 

Fe centre 

 

Fe corner 

 

Co centre 

 

Co corner 

 

Ni centre 

 

Ni corner 
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Tables 6 – 8 shows that the Fe-doped bulk structure and the nickel doped bulk 

structure both have the equal lowest densities at 5.39 g/cm3, furthermore the nickel-

doped bulk structure has the lowest total energy of -5994.86 eV when doping was 

performed on the central manganese atom. The nickel-doped bulk structure also has 

the shortest lattice parameters for the a=b parameters at 4.332 Å. The binding energy 

is lowest for nickel at -5.231 eV/atom. Some properties favour the other dopant 

elements such as the c parameter which favours iron. The cell volume is the smallest 

favouring cobalt with 53.619 Å3 although the cobalt density is the highest at 5.508 

g/cm3.  

Based on these results and preliminary analysis, nickel is outperforming the other 

dopants when it comes to improving the properties of the bulk β-MnO2 structure. 

However, it cannot yet be stated categorically which dopant element is the best 

because the other dopants display some desirable qualities. But, so far nickel 

produces the most stable complex energetically due to it having the lowest total 

energy and binding energy. Cobalt produces the most compact structure due to it 

having the lowest cell volume and the shortest bond length from the central 

manganese atom to the outermost exterior manganese atom with 3.703 Å. Even 

though it seems nickel is the better dopant for now, we shall avoid the biasness of 

choosing nickel at this moment to be the best dopant element from these 

observations hence the investigations will continue in order to better explain and 

conclude on this topic using the nanoclusters. 

Table 7 reports on the doping of the bulk structure on the outer manganese atom. An 

interesting observation is that the total energies, densities and the cell volume are 

exactly identical as when the doping was performed on the central manganese atom, 
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meaning nickel still has lowest and most stable total energy. The fermi energies, 

binding energies are also identical at both atomic positions. Due to the study’s 

objectives of determining the most stable structure on the energy landscape, it can 

be claimed that nickel is the favoured dopant element, this reinforces the 

observations from VCA which also had nickel as the better dopant element, but a 

more definitive declaration will follow in Chapter 8 after the analysis for doping of the 

nanoclusters. 

The bond length between the central nickel atom and the neighbouring oxygen atom 

(centre Ni-O) is 1,903 Å which is shorter than the bond length between the external 

manganese atom located at the corner of the crystal box and its neighbouring oxygen 

atom which is 1.909 Å. This measurement shows that doping at the central 

manganese atom produces the smallest and most compact bulk structure which 

agrees sufficiently with the objectives of the study to maintain structural stability at 

reduced bond lengths.  

Another fascinating observation is that the atomistic substitution of manganese with 

all the chosen elements changes the symmetry and space groups of the optimised 

doped bulk structures from P42/MNM (D4H–14) to CMMM (D2H-19). Future studies 

will further investigate this migration of the space group and its effect on the structural 

stability of nanostructures as this lies outside the scope of this current study. 
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Chapter 5: Generation and stability of β-MnO2 

nanoclusters 

This chapter focuses on the stability of the β-MnO2 nanoclusters generated with the 

interatomic potentials’ technique employing the KLMC code. The nanoclusters were 

generated using the lattice constants that were parametrised from the optimised bulk 

β-MnO2 system in chapter 4. 

The nanoclusters are ranked and comparisons are made between the IP method and 

the DFT method. The optimised nanoclusters are then doped with Fe, Co and Ni. The 

10 most stable nanoclusters are ranked from n=2 to n = 20 and are all displayed in 

the appendices section B at the end of this thesis. 

5.1. Generation of the MnO2 nanoclusters  

The evolutionary algorithm method as employed within the KLMC software code was 

used to generate the manganese dioxide nanoclusters. The methodology and 

procedure within the code was discussed in chapter 3.  

In order to establish the reliability of the simulation codes and techniques used, the 

total energies from the three interatomic potential methods; GULP, Basin Hopping 

[254] and Genetic Algorithm [255] were plotted together with the DFT-based code 

CASTEP. The total energies were obtained from a randomly selected atomic size to 

determine the local minima and global minima structures of the nanoclusters. The 

order of stability is determined according to the lowest energies in order to determine 

the most efficient approach to optimising the nanoclusters.  
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5.1.1. Energy landscape  

The total energies of the most stable nanoclusters for each atomic size were plotted 

in order to determine which optimisation technique was best suited to stabilising the 

nanocluster to their lowest possible energies as illustrated in figure16. 
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Figure 16: Comparison of energy landscape as determined by the Basin Hopping, 

Genetic Algorithm, CASTEP and GULP codes for the 20 most stable (MnO2)n=6 

nanoclusters 

Figure 16 shows the comparison of the energy landscape of four different codes to 

establish the preferred approach. The two approaches; Basin Hopping and Genetic 

Algorithm predict almost similar energies, which are higher than those predicted by 

GULP and CASTEP. The graph shows that the nanoclusters optimised with the DFT 

based CASTEP code produced the lowest energies as compared to the other 

techniques. 
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These results further ascertain that DFT-based approaches are capable of refining 

the structures obtained using interatomic potential techniques, in terms of the order 

of stability and reactivity. CASTEP will be used to optimise the nanoclusters the 

nanoclusters and other DFT based techniques such as DMol3 and Reflex will be 

employed to calculate properties of the nanoclusters that will be presented in the 

subsequent chapters. These observations reinforce findings from chapter 4 that 

showed that DFT-based techniques produced more energetically stable bulk 

structures.  

5.1.2. Convergence parameters for the k-point mesh 

In order to accurately evaluate the stability of the nanoclusters, a k-point set was 

determined by optimising the nanoclusters at a 500-eV cut-off energy. This cut-off 

energy was determined in the previous chapter and it is adopted to optimise the 

nanoclusters to maintain continuity in the calculations undertaken.  

The nanoclusters adopt a P1 (C1) cubic symmetry during calculations with CASTEP. 

This is migrating from the P42/MNM symmetry group of the ditetragonal dipyramidal 

class corresponding to the rutile type bulk β-MnO2 structure. A new k-point separation 

was determined in order to accommodate the new cubic system of these 

nanoclusters. A random stable configuration was selected and used to determine the 

new optimal k-point separations using the n4-01 nanocluster was chosen. Table 9 

presents total energies and the energy differences between successive k-point 

separations. 
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Table 9: Total Energies of the randomly selected nanocluster with varying k-point 

separations 

K-point Separations 

(1/Å) 

Total energy 

(eV) 

Total energy difference 

Δ E 

0.05 -14962.6809 – 

0.10 -14963.4804 0.7995 

0.20 -14963.5020 0.0216 

0.30 -14963.5039 0.0019 

0.40 -14963.5043 0.0004 

0.50 -14963.5033 0.001 

0.60 -14963.5036 0.0003 

0.70 -14963.5038 0.0002 

0.80 -14963.5043 0.0005 

0.90 -14963.5038 0.0005 

1.10 -14963.5038 0 

 

The values in table 9 were used to plot the total energy against the k-point 

separations in figure 17. This serves to determine the optimal k-point separation that 

accurately minimises the total energy of the nanocluster to its most stable ground 

state. The total energy was considered converged when the energy change per atom 

between successive readings was within 1 meV. 
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Figure 17: Plot depicting the total energy of the increasing k-point separations  

Figure 17 depicts the convergence of the total energies for the k-point separations 

varied from 0.05 Å to 1.0 Å at 500 eV cut-off energy. It is observed that the graph 

undergoes a steep and sudden decrease from a separation of 0.05 Å to 0.1 Å where 

it begins to stabilise until its minimal fluctuation at 0.4 Å separation. The k-point 

separation of 0.4 Å is thus chosen as a suitable k-point separation to optimise all the 

generated nanoclusters using DFT techniques. The separation will be increased 

gradually as the nanocluster size increases to ensure minimisation is achieved even 

for the largest nanocluster size in this study, i.e., n=20 atoms.  
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The nanoclusters were initially placed in crystal cell with dimensions of 10 Å x 10 Å x 

10 Å (x, y, z) for atomic sizes smaller than n=10. This cell volume became insufficient 

to accurately optimise the larger nanoclusters to their ground state. A search for the 

most suitable cell volume was thus conducted and the results are given in table 10.  

Table 10: Suitable cell volumes determined to accurately minimise the nanoclusters 

to their most accurate ground state 

Number of 

atoms 
n=14 n=15 n=16 n=17 n=18 n=19 n=20 

Suitable 

Cell volume 
16 Å3 18 Å3 16 Å3 19 Å3 23 Å3 25 Å3 25 Å3 

 

All the other parameters that were determined in the previous chapter for optimising 

the bulk β-MnO2 structure were adopted for the nanoclusters. The maximum 

iterations and SCF cycles were increased to 500 and 1000 respectively to ensure 

that convergence was achieved. This is done in concert with the increasing crystal 

box size for the growing atomic numbers ranging upwards to the n=20 atomic 

number. The DFT optimised nanoclusters are displayed in Appendices B1- B19 at 

the end of the thesis.  

5.2. Stability of the nanoclusters 

A lot of significance and emphasis cannot be placed solely on the total energy values 

to determine the structural stabilities and electrochemical activities. To remedy the 

situation and overcome this obstacle; the binding energy, Fermi energy and band-

gap energies were calculated and tabulated.  
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Table 11 illustrates the most stable nanocluster for each atomic size ranging from 

n=2 increasing to n=20. The table gives the single-point energy of the nanoclusters 

and the total energy after DFT optimisation with CASTEP. The densities, binding 

energies, Fermi energies and energy band-gaps of the optimised nanoclusters are 

also reported.  

Table 11: A display of the most stable nanoclusters (n =2 – 20) generated by the IP-

based KLMC and optimised by the DFT-based CASTEP. 
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Firstly, it is observed from table 11 that the total energy of the nanoclusters is lower 

after DFT optimisation by CASTEP. This shows that optimising the nanoclusters 

using DFT techniques is effective because it produces more stable nanoclusters as 

proven by their lower total energies, this was also observed with the bulk β-MnO2 

structure. It is also observed that the binding energy is increasing from n=2 atoms 

with -4.075 eV/atom to n=20 atoms with a binding energy of -4.994 eV/atom. This 

increment indicates that stability increases with nanocluster size as reported by Zhai 

et al. [256] for (TiO2)n; (n=1−10).  

5.3. Band-gap energy and Fermi energy 

The band-gap energy and Fermi energy were calculated using molecular dynamics 

techniques with the CASTEP code. The same parameters and settings used to 

optimise the bulk β-MnO2 structure and the nanoclusters were employed for these 

calculations. 

The band-gap energy was measured to be zero for the smallest atomic size; n=2. 

This indicates that this optimised nanocluster is an excellent conductor because of 

the overlap between the valence band and the conduction band as proven by the 0.0 

eV band-gap energy. The band-gap energy is 0.496 eV for the Mn3O6 and 

subsequently decreases gradually as the nanoclusters are growing in size until the 

n=20 atomic size. This Mn20O40 nanocluster had the smallest band-gap energy of 

0.113 eV (disregarding the n=2 nanocluster as an outlier). It can thus be construed 

that the conductivity of the nanoclusters is increasing as the nanoclusters grow larger 

until n=20.  
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It is observed that the Fermi energies do not follow a specific trend in terms of 

increments and decrements with the growing nanoclusters. This is because the 

values increase and decrease randomly as the nanoclusters grow in size. Therefore, 

no conclusive relationships can be derived about their impact on the stability of the 

nanoclusters.  

The lack of a definitive relationship or trend between the band-gap energy, fermi 

energy and the increasing number of atoms in the nanoclusters might be because of 

the increasing k-point separations when the nanoclusters where growing larger. The 

cell volume was also increased in concert with the increasing number of atoms. This 

changes in the lattice constants may have affected the density of the nanoclusters, 

band-gap energy and Fermi energy such that they adversely affect their dependence 

on each other. 

The Fermi energies have a negative non-zero value indicating that the nanoclusters 

are conductors as the graph is continuous at the fermi level. The band-gap energy 

between the valence band and the conduction band fluctuates between 0.000 eV and 

0.496 eV which indicates the good conductive properties of the nanoclusters.  

5.4. Density and binding energy  

The density and binding energy of the optimised nanoclusters were calculated using 

the CASTEP code employing the parameters already determined in the previous 

sections. The relationship between the density of the nanoclusters against the 

increasing number of atoms in the growing nanoclusters from n=2 to n=20 is 

illustrated in figure 18. 
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Figure 18:  A plot of the Density against the atomic number for all the generated 

nanoclusters (n = 2 - 20) 

From figure 18, it is observed that the density does not display a definitive trend in its 

values when measured against the increasing nanoclusters. This is possible 

considering that the size of the crystal box containing the nanoclusters was 

systematically increased to tolerate the growing size of the nanoclusters. Figure 19 

illustrates the relationship of the nanoclusters with the total energy of the optimised 

nanoclusters using the DFT-based CASTEP code. 
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Figure 19: A plot for the Density against the total energy for all the generated 

nanoclusters 

Figure 19 shows the density of nanoclusters against the total energies of the DFT 

optimised nanoclusters. It is observed that the densities are fluctuating constantly, 

hence a definitive relationship cannot be surmised from this plot. This eliminates the 

possibility of making any conclusive trends regarding the dependence of the stability 

on the density of the nanoclusters. This agrees well with the notion that an increase 

in the number of atoms results in the increased complexity of the structures as 

reported previously by Pan et al. for SnO2 [104].  
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Figure 20: Band-gap energy plotted against the binding energy of the DFT optimised 

nanoclusters; n=2-20 

Figure 20 indicates the band-gap energy of the n3-01 nanocluster measured against 

the binding energy using molecular dynamics techniques. An outlier reading for the 

band-gap energy of 0.000 eV for the smallest nanocluster size (n=2) was excluded 

from the results in order to display a more plausible plot. From figure 20, it is observed 

that the band-gap is getting broader as the binding energy increasing. This shows 

that the smaller band-gap energy is aligned to a more stable, more intact nanocluster. 

This also means the conductivity of the nanocluster increases with stability. The n3-

01 nanocluster can thus be classified as semi-conductor due to the range of the band-

gap energies [195, 196]. 
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Figure 21: A plot of the binding energies drawn against the atomic number 

Figure 21 is plot of the binding energy against the increasing atomic size of the DFT 

optimised nanoclusters. The graph is plotted from the smallest nanocluster denoted 

by Mn2O4 to the largest nanocluster denoted by Mn20O40. The graph illustrates a 

direct linear relationship between the binding energies and the atomic numbers of the 

nanoclusters. This linear relationship shows the increasing stability as the number of 

atoms in the nanoclusters are increasing. These observations correlate well with 

results from the previous study as reported by Zhai et al. [256]. The decreasing 

binding energies are proof that the stability of the nanoclusters is improving with the 

increasing number of atoms. 
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From this chapter, it was definitively determined that DFT is indeed capable of 

improving the nanoclusters that were originally generated with IP techniques as 

employed with the KLMC code. The DFT-based CASTEP code was shown to be 

successful in optimising and enhancing the structural and electronic properties of the 

nanoclusters. A new k-point separation of 0.2 Å was necessary to perform DFT 

calculations on the nanoclusters due to the cubic crystal system of the nanoclusters 

which is a divergence from the tetragonal crystal system of the bulk β-MnO2 structure.  

The total energy of the nanoclusters is lower after DFT optimisation by CASTEP and 

that the binding energy is decreasing from n=2 atoms to n=20 atoms indicating that 

stability increases with nanocluster size. The nanocluster’s Fermi energy and band-

gap energy indicate the semi-conducive nature of the nanoclusters. The smaller 

band-gap energy is aligned to a more stable, more intact nanocluster also showing 

that the conductivity of the nanoclusters increases with stability. The density values 

of the nanoclusters are not definitive as there is no observable trend in their values 

with regards to the nanocluster size. This agrees well with the notion that an increase 

in the number of atoms results in the increased complexity of the structures as 

reported by Pan et al. for SnO2 [104].  
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Chapter 6: Effect of temperature on the stability of 

the MnO2 nanoclusters 

This chapter focuses on the effect of temperature on the stability of the n3-01 

nanocluster. The stability is evaluated as the temperature is increased from 100 K to 

1500 K. This stability was determined by calculating the binding energy of the 

nanocluster at each temperature. The NVE ensemble was utilised to perform 

molecular dynamics calculations to determine the effect of temperature on the 

stability of this nanocluster.  

The (MnO2); n=3 nanocluster was selected for further investigation because it 

showed a remarkable stability in previous cluster studies of manganese oxides [257]. 

Furthermore, this nanocluster represents the sequential growth of the nanocluster as 

the number of atoms are increased from the size of the unit bulk β-MnO2 structure. 

The number of atoms in the bulk β-MnO2 structure (as displayed in figure 2, Chapter 

1) has two manganese atoms and four oxygen atoms arrayed in a distorted 

hexagonal configuration.  

The generated nanoclusters formed four-coordinated tetrahedral networks with a 

high structural complexity similar to a previous study focusing on an iso-structural 

SiO2 cluster consisting of chains with two-rings, terminated at either end by a silanone 

group. The tetrahedral bonding networks were found to be inherent in the most stable 

structures of (SiO2)n up to n=6 atoms [113]. 
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6.1. Bonding patterns 

Figure 22 depicts the n3-01 nanocluster displaying the various bonds occurring in the 

system. The particular bonds are indicated by means of labels showing the bond 

lengths between the atoms of interest. The measurements focused on the bond 

lengths and the bond angles between specified atoms in order to observe all the 

changes as the temperature is increased in this chapter. This displayed nanocluster 

will continue to serve as a reference for the subsequent chapters in this study.  

 

Figure 22: Illustration of the numberings of the atoms in the n3-01 manganese dioxide 

nanocluster after optimisation with DFT optimisation 

The indicated bond lengths and bond angles in figure 22 will be used as a reference 

to observe and compare the occurring changes as this nanocluster is exposed to 

increasing temperatures. Table 12 gives the bond lengths, bond angles and displays 

the atomic configurations of the n3-01 nanocluster as the temperature is increased 

from 100 K to 1500 K. 
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Table 12: Structural properties of the most stable nanocluster composed of 3 

manganese atoms and 6 oxygen atoms focusing on the Binding and Fermi energies 

 

Temp. 

(K) 

Atomic configurations 

Bond lengths and bond angles 

Terminal 

bond 

length 

(Å) 

Terminal 

bond 

angle 

( ⁰) 

IP 

 

 

 9.933 180.00 

DFT 

 

7.856 179.898 

 

100 

 

7.416 156.812 
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200 

  

7.205 153.908 

300 

 

7.228 152.800 

400 

 

7.245 163.209 

500 

 

7.418 158.306 



148 
 

600 

 

7.461 157.951 

700 

 

7.197 146.517 

800 

 

7.664 169.304 

900 

 

7.807 172.246 



149 
 

1000 

 

7.452 172.847 

1100 

 

7.388 151.915 

1200 

 

shortest 

7.013 
152.496 

1300 

 

7.378 148.935 



150 
 

1400 

 

7.439 147.910 

1500 

 

7.784 162.661 

 

From table 12, the structural changes occurring to the n3-01 nanocluster as the 

temperature is increased from 100 K to 1500 K are observed. The bonding distance 

between the dangling terminal oxygen atoms is measured in order to show the overall 

size of the nanocluster as the temperature is increased. The bond angle between 

some specified atoms is also displayed to show the changes occurring to the atomic 

configuration and orientation due to the increasing temperatures. The results are 

extracted and tabulated in the following subsections for a more detailed analysis. 

6.1.1. Bond lengths 

This section investigates the changes occurring to the bond length in the n3-01 

nanocluster as convergence was achieved at temperatures ranging from 100 K to 

1500 K. In particular, the O1-Mn1, Mn1-O2, O2-O4, Mn1-Mn2 and O1-O6 bonds 

were specifically targeted for analysis because they represented the most influential 
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atomic interactions in the n3-01 nanocluster. It must be noted that a bond limit of 3.0 

Å was instituted to all the DFT and MD calculations to ensure reliability and efficacy 

in the calculations.  

Table 13: Comparison of the bond lengths in the n3-01 nanocluster calculated by IP 

and DFT techniques at varied temperatures ranging from 200 K to 1400 K. 

 

 Bonds (Å) 

 O1-O6 O1-Mn1 Mn1-O2 O2-O4 Mn1-Mn2 

IP 9.933 1.926 1.997 3.562 3.040 

DFT 7.856 1.565 1.726 3.048 2.362 

 

200 K 7.205 1.566 1.741 3.124 2.298 

400 K 7.245 1.528 1.781 3.192 2.286 

600 K 7.461 1.628 1.731 3.157 2.392 

800 K 7.664 1.547 1.740 3.301 2.344 

1000 K 7.452 1.602 1.741 3.136 2.314 

1200 K 7.013 1.602 1.767 3.088 2.259 

1400 K 7.439 1.624 1.682 3.081 2.435 

 

Table 13 compares the bond lengths of the n3-01 nanocluster. These comparisons 

are shown for IP and DFT calculations to determine which technique is more suitable 

for this material. The DFT measurements were shown to have shorter bond lengths 

as compared with the IP results. All the specified bond lengths have decreased after 

DFT optimisation. This shows that DFT is the preferred method for optimising the 

MnO2 nanoclusters because shorter bond lengths imply more compact structures 
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which are associated with increased stabilities as mentioned in previous studies [22, 

256, 70].  

The calculations were also performed in order to investigate the behaviour of the 

atoms after DFT optimisation as the temperature was varied from 100 K to 1500 K. 

The extremely high temperatures above the melting point are considered in order to 

observe the changes occurring to the atomic configurations as was done in previous 

studies [258]. The analysis of the length is mainly focused on the terminal oxygen 

atoms, which is believed to sufficiently reflect on the stability and compactness of the 

n3-01 nanocluster because it measures the total length of this nanocluster. 

It was found that the longest bond length between the terminal oxygen bonds is 

recorded at 800 K which coincidentally correlates with the melting point of pyrolusite 

at 808 K [246]. Tetragonal MnO2 nanostructures have been shown to be stable 873 

K and 1073 K, whereby phase transitions occur as temperatures are increased. 

Various polymorphs of manganese dioxide have been previously studied and shown 

to be stable at different temperatures. These polymorphs are hollandite (α-MnO2), 

pyrolusite (β-MnO2), nsutite (γ-MnO2) and Akhtenskite (ε-MnO2) [11].  

Above the melting point, the terminal bond lengths rapidly decrease to 7.013 K at 

1200 K and again increases to 7.439 Å at 1400 K. This rapid changes in the bonding 

patterns might indicate the loss of stability and shape as a phase change occurs from 

a solid structure to a liquid phase after melting. Other bonds in the n3-01 nanocluster 

show similar trends occurring at the higher temperatures beyond the melting point.  
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Figure 23: Bond length measurements of the n3-01 nanocluster as the temperatures 

was varied from 200 K to 1400 K 

The high temperatures cause the exterior terminal oxygen atoms to lose their linear 

configuration and form compact circular configurations. Initially, a bond length of 

9.933 Å for the IP nanocluster generated by KLMC was measured. This 

measurement decreased to 7.856 Å after optimisation with the DFT-based CASTEP 

code. This proves the capability of DFT techniques in optimising manganese dioxide 

nanoclusters and decreasing their bond lengths essentially making them more 

compact and smaller. This shows that the DFT optimised n3-01 nanocluster is 

structurally more stable and its atoms are more tightly bonded to each other as 

proven by their smaller bond lengths as measured in table 13. 

The increasing temperatures are shown to cause an increase in the bond lengths as 

seen with the bond length between the two exterior terminal oxygen atoms. The bond 
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length was initially. 7.416 Å at 100 K and it increased to 7.784 Å for 1500 K. These 

observations are not encouraging as they display negative aspect of the 

nanoclusters. This result show that the nanoclusters are losing their shape and 

rigidity when temperatures rise which is a common occurrence in nature. These leads 

to the determination of other strategies to keep the bond distances smaller even when 

temperatures are rising. One of these strategies is doping which is investigated 

further in the next chapter. 

6.1.2. Bond angles 

This section reports on the changes occurring to the bond angles. The results 

compare the IP and DFT calculations. Furthermore, the DFT calculations were 

calculated for varying temperatures from 200 K to 1400 K to determine the effect of 

increasing temperatures on the orientation and coordination of the n3-01 nanocluster 

as their convergence was achieved. This specific bond angles were targeted for 

analysis because they represented the most influential atomic interactions in the n3-

01 nanocluster. 

Table 14 shows the bond angles between the bonds that have been deemed 

significant to sufficiently discuss changes occurring to the configuration and 

compactness of the nanocluster as the temperature is increased. Investigating this 

changes aids in determining the defects caused by high oxygen activities and erratic 

movements of other atoms caused by the increased disorder due to the higher 

temperatures [16].  
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Table 14: Comparison of the bond angles in the n3-01 nanocluster optimised by IP and 

DFT techniques and calculated at varied temperatures from 200 K to 400 K. 

 

 Angles (degrees; ⁰) 

 O1-Mn2-O6 O2-Mn2-O4 Mn1-O3-Mn2 

IP 180.00 125.37 98.88 

DFT 179.90 117.92 84.76 

 

200 K 153.91 125.22 80.11 

400 K 163.21 126.54 81.57 

600 K 157.95 123.41 84.21 

800 K 169.30 136.95 87.64 

1000 K 172.85 121.35 83.61 

1200 K 152.50 116.52 79.03 

1400 K 147.91 118.25 86.06 

 

The angle between the exterior terminal oxygen atoms decreased from a linear 180⁰ 

to 169.3⁰ at the melting region of pyrolusite near 800 K. Furthermore, the angle 

continued to decrease to 147.9⁰ at 1400 K. This shows that the nanoclusters adopt a 

more compact circular bonding pattern as the temperature was increased which is a 

significant positive attribute because that the nanocluster has actually decreased in 

size at higher temperatures which is a positive departure from the observations seen 

with the bulk structure. Smaller compact structures have been shown to be more 

stable and preferable for use in rechargeable batteries [22, 70, 256]. 
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6.2. Binding energy 

The binding energy was calculated using the molecular dynamics code DMol3. The 

binding energy can be defined as the energy required to disassemble the whole 

atomic structure into its constituent atoms [259]. The more tightly bound an atomic 

system is, the stronger the interatomic forces that adhere the whole atoms together. 

The binding energy is a convenient way to determine how well the nucleus of an 

element is intact. This measure is particularly important in evaluating the stability of 

the generated nanoclusters when temperature is varied. An increase in temperature 

is commonly associated with the constant charge and discharge occurring with 

rechargeable batteries [260]. 

The relationship between the binding energy, Fermi energies and the band-gap 

energy is tabulated in table 15 with plots discussed subsequently. Table 15 presents 

the binding energy, band-gap energy and Fermi energy values for the n3-01 

nanocluster as the temperature was varied from 100 K to 1500 K. 

This section reports on the binding energy results calculated for the n3-01 

nanocluster as temperature was varied from 100 K to 1500 K. The binding energy 

fortifies the information derived from ranking the nanoclusters according to the total 

energies. These results are compared with those from the bulk structure to ascertain 

the structural changes that occur due to temperature changes.  
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Table 15: Total energies, binding energies, Fermi energies and the energy band-gap 

between the valence band edge and the conduction band edge with respect to the 

increasing temperature from 100 K to 1500 K. 

 

Temp. 

(K) 

Total 

energy 

(eV) 

Binding 

energy 

(eV/atom) 

Fermi 

energy 

(eV) 

Band-gap 

energy 

(eV) 

100 -11220.728 -4.439 -6.415 0.444 

200 -11220.673 -4.490 -6.545 0.870 

300 -11220.647 -4.474 -6.588 0.786 

400 -11220.517 -4.486 -6.505 0.922 

500 -11220.477 -4.423 -6.540 0.673 

600 -11220.518 -4.482 -6.530 0.429 

700 -11220.550 -4.435 -6.460 0.572 

800 -11220.314 -4.439 -6.338 0.265 

900 -11220.363 -4.413 -6.282 0.319 

1000 -11220.547 -4.429 -6.604 0.650 

1100 -11220.437 -4.405 -6.667 0.641 

1200 -11220.102 -4.390 -6.697 0.725 

1300 -11220.150 -4.416 -6.618 0.678 

1400 -11220.156 -4.387 -6.283 0.475 

1500 -11220.041 -4.401 -6.538 0.646 
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It is observed that the binding energy decreases from -3.969 eV/atom for the IP 

generated nanocluster to -4.441 eV for the DFT optimised nanocluster. The lowest 

total energy is recorded at 100 K and the highest total energy is recorded at 1500 K 

showing that the higher temperatures reduce the stability in the nanoclusters.  

An increase in the bond lengths is associated with the weakening of the bonds as it 

implies that there is an increased repulsion between the atoms in the nanocluster. As 

the bond lengths increase this will result in the deformation of the crystal and loss of 

the structural integrity [18]. The inverse also applies, such that a decrease in the bond 

lengths implies stronger bonds. These observations agree well the results of this 

study because the nanocluster optimised by DFT shows a decrease in the bond 

lengths as compared to the nanoclusters optimised by IP techniques.  
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Figure 24: Total Energies of the n3-01 nanocluster drawn against the temperature 

ranging from 100 K to 1500 K. 

Melting region 
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Figure 24 measures the total energy of the nanoclusters as the temperature is varied 

from 100 K to 1500 K. Recall from chapter 4.3, that first-principles total-energy 

calculations have been shown to be of significant importance on examining the 

properties of materials and their interactions with dopant impurities and native defects 

existing in natural compounds [245], hence their continued discussions in the thesis. 

Figure 24 shows the direct relationship whereby the total energy is increasing with 

the increasing temperatures. This trend was also observed with the bulk structure as 

reported in chapter 4. An interesting observation is noted around the 800 K 

temperature where the total energy shows a sudden spike from 700 K to 900 K then 

decreases sharply at 1000 K. This sudden increase occurs at the exact region 

reported to be the melting point of pyrolusite which is synonymous with phase 

changes to other polymorphs of manganese dioxide.  

The melting points of nanostructures containing oxygen have been shown to 

decrease to lower temperatures as compared to the bulk structure [249]. This could 

explain why this plot decreases immediately after 800 K as opposed to the bulk 

structure which showed the decrease only after 900 K. The decrease continues on 

this plot sharply until it bottoms out at 1000 K where it starts another gradual increase 

in the total energy showing instability as the temperature continues to increase.  

The binding energy, Fermi energy and the band-gap energy give further insight about 

the electronic properties of the n3-01 nanocluster as the temperature is increased. 

The binding energy was calculated one at a time at the indicated temperatures and 

the results are plotted below.  

 



160 
 

Temperature (K)

0 200 400 600 800 1000 1200 1400 1600

B
in

d
in

g
 E

n
e
rg

y
/a

to
m

  
(e

V
/a

to
m

)

-4.50

-4.48

-4.46

-4.44

-4.42

-4.40

-4.38

 

Figure 25: Plot depicting the Binding energy vs Temperature of the most stable 

nanocluster consisting of 3 manganese atoms and 6 oxygen atoms ranging from 100 

K to 1500 K. 

Figure 25 displays the binding energy of the atoms in the n3-01 nanocluster as the 

temperature was increased from 100 K to 1500 K at a rate of 100 K. It is observed 

from the graph and the line of best fit that the binding energy is decreasing as the 

temperature is being increased at a 100 K interval. The graphs show an indirect 

relationship where the binding energy decreases with increasing temperature 

showing that high temperatures weaken the bonds in the nanocluster. This is in line 

with observations by Tompsett et al. [16] and Kwon et al. [18] showing that bonds are 

weakened at higher temperatures. It is thus imperative to explore new innovative 

ways to keep the nanoclusters intact even when temperature is increasing, one of 

the methods is doping which is discussed in the next chapter. 
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The least negative readings of the binding energy are recorded at the lower 

temperatures and the highest negative readings are recorded at the higher 

temperatures showing that the structure is most stable when kept cool and begins to 

disintegrate and deteriorate as the temperature increases. The most stable binding 

energy of -4.490 eV/atom is recorded at 200 K and the least stable energy of -4.387 

eV/atom is recorded at 1400 K show that increased temperatures cause the atoms 

in the structure to be less tightly bound together. 

6.3. Fermi energy 
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Figure 26: Plot depicting the Fermi Energy vs Temperature of the most stable 

nanocluster consisting of 3 manganese atoms and 6 oxygen atoms ranging from 100 

K to 1500 K. 

Figure 26 is plot of the Fermi energy drawn against the increasing temperature from 

100 K to 1500 K. It is observed that the initial fermi energy of -6.415 eV was recorded 

at 100 K and then decreased from 100 K to 300 K. After 300 K, the Fermi energy 

Melting region 
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increased gradually until the plot plateaued near the melting region of pyrolusite 

around 800 K, the actual melting point of pyrolusite is reported to be 808 K [246]. An 

interesting observation is made around this melting region from 800 K – 900 K where 

the plot reaches its highest Fermi energy reading at 900 K and immediately drops 

drastically until it reaches its lowest point at 1200 K.  

The negative sign of the Fermi energies indicates that the Fermi is located below the 

conduction band edge implying a good conductive nature. An increase in temperature 

is associated with a decrease in conductivity because free electrons vibrate due to 

excitation and they do not flow easily due their increased motion and entropy. This 

decreases the conductivity in metallic conductors [194, 195].  
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6.4. Band-gap energy 
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Figure 27: Plot depicting the band-gap energy of the n3-01 nanocluster 

measured against increasing temperatures from 100 K to 1500 K. 

Figure 27 displays the relationship between the band-gap energy and the 

temperature as it is increased from 100 K to 1500 K. The band-gap energy measures 

the energy difference between the valence band edge and the conduction band edge. 

The band-gap energy gives information on the electrical conductivity of the 

nanocluster structures in question. It details whether a material is a semiconductor, 

insulator or a conductor [195, 196]. For this study, the quest is on determining the 

structure with the smallest band-gap energy. This is of interest because of the MnO2 

nanoclusters intended use as a cathode material that can efficiently conduct 

electricity to facilitate a speedy charge/discharge cycle in secondary batteries [261].  

Melting region 
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From figure 27, it is observed that the highest band-gap of 0.922 eV was recorded at 

400 K and the lowest band-gap of 0.265 eV was recorded at 800 K. This lowest band-

gap is recorded near the melting region of pyrolusite in the region of 800 K - 900 K 

as reported in previous literature [246]. This indicates that MnO2 nanoclusters 

become better electrical conductors in their liquid form which occur at the melting 

region where it has been shown that some phase transitions do occur to other phases 

of manganese dioxide.  

The analysis and discussions carried out in this chapter show that DFT is the 

preferred method for optimising the MnO2 nanoclusters because of the measured 

shorter bond lengths. The longest bond length between the terminal oxygen bonds is 

recorded at 800 K which is the melting point of pyrolusite [246]. The nanoclusters 

display a loss in their structural integrity and rigidity when temperatures reach 

extreme high levels.  

The angle between the exterior terminal oxygen atoms decreased from a linear 180⁰ 

to 147.9⁰ at 1400 K. This shows that the nanoclusters favour more compact circular 

bonding patterns at higher temperatures which is a significant positive attribute. The 

implications are that circular compact structures are associated with the increased 

stabilities which correlates well with previous studies [22, 256, 70]. 

The binding energy is shown to decrease with increasing temperature showing that 

high temperatures weaken the bonds in the nanocluster. The negative sign of the 

Fermi energies indicates that the Fermi is located below the conduction band edge 

implying a good conductive nature. This lowest band-gap is recorded near the melting 

region of pyrolusite in the region of 800 K - 900 K as reported in previous literature 
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[246]. This indicates that MnO2 nanoclusters become better electrical conductors in 

their liquid form which occur at the melting region. 

This results also indicate that although pyrolusite has been reported to be the most 

stable polymorph, it might not be the best electrical conductor which is one of the 

requirements for its use as a cathode material in secondary batteries. The loss of 

stability at a higher temperature is a concern for pyrolusite however other phases of 

MnO2 have been shown to be stable upon heating [128, 262]. Other avenues such 

as doping have been shown to improve the stability of pyrolusite and this will be 

investigated in more detail in the latter chapters.  
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Chapter 7: X-Ray diffraction  

This chapter presents the X-ray diffraction (XRD) patterns of the undoped and doped 

n3-01 nanoclusters. The XRD patterns have been developed using the Reflex code 

embedded as part of the Material Studio software package. A brief methodology of 

this code is given in the methodology chapter 3. In particular, these XRD patterns 

were determined in order to check for the possible structural and phase changes 

occurring to the nanoclusters after doping with Fe, Co and Ni. Recall from chapter 4 

that these dopants were chosen due to their effectiveness in other previous studies 

[68, 123, 126].  

Furthermore, the XRD patterns are used to investigate the effect of the varied 

temperatures on the structural morphology, phase changes as well as the behaviour 

of the nanoclusters as they approach their melting temperatures. The temperature 

was varied from 100 K to 1000 K. Initial calculations showed that the XRD patterns 

did not produce any peaks beyond the 40 2θ region hence the scale of all the XRD 

patterns ranged from 0 to 40 2θ on the horizontal scale. 

7.1.1. X-Ray diffraction of the undoped n3 nanoclusters  

This section reports on the XRD patterns of the three most stable nanocluster 

systems from the n=3 local minima nanoclusters; n3-01, n3-02 and n3-03. The XRD 

patterns displayed in figure 28 were of the nanoclusters that were generated using IP 

techniques with KLMC (before they were subjected to optimisation by DFT techniques 

with CASTEP).  
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Figure 28 (a, b, c) shows the calculated XRD pattern of the three most stable 

nanoclusters composed of 3 manganese atoms and 6 oxygen atoms without the rutile 

space group limitation as was done with the β-MnO2 bulk structure. 

 

Figure 28: XRD patterns for the three most stable (MnO2) n=3 nanoclusters developed 

using IP techniques. 

From figure 28, it is observed that the most stable nanocluster i.e., n3-01 and the 

lesser stable nanocluster, the n3-03 contain similar peaks with miller indices such as 
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the (001), (101, (01-2), (321), (041), (141) and (31-3) respectively. These identically 

Miller indexed peaks are all situated on the same 2θ positions indicate the presence 

of similar phases such as the tetragonal dipyramidal class indicative of the rutile 

phase in both the nanoclusters. It is noted that the (001) peak is the first and most 

dominant peak across the two XRD patterns due to its highest intensity of 100 

arbitrary units (a.u.) occurring at approximately 8.9 2θ. A similar behaviour was 

observed in a previous study by Augustin et al. [244] as displayed in figure 29 

containing MnO2 with a dominant (001) peak near the 10 2θ region.  

 

Figure 29: XRD pattern from a previous study by Augustine et al. [244] depicting 

different MnOx species 

Comparing figure 28 (a) and (c) with figure 29, it is observed that the n3-01 and n3-

03 nanoclusters have the (001), (101) and (200) peaks which are also present on the 

previous study in figure 29. Furthermore, a peak indexed (010) for the (b) n3-02 
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nanocluster in figure 28 has similar attributes to the (001) peak due to its intensity 

and 2θ positioning. Hence, it is inferred that they all indicate the presence of the same 

stable rutile phase as shown in figure 30 displaying some similar peaks from a 

previous study by McLeod et al. [263]. 

 

Figure 30: XRD patterns of a rutile-type pyrolusite product synthesised from mixed 

manganese dioxide mixtures crystallised under acidic hydrothermal conditions [263]. 

 

From figure 30, we observe that the illustrated XRD patterns display some similar 

Miller indexed peaks to figure 28 showing that these simulated nanoclusters contain 

some traits and phases that are available in the naturally occurring manganese 

dioxide structures that have been studied experimentally [263]. The (101), (111) and 

(200) Miller indexed peaks observed at the 2θ position of 12.5, 15.3 and 17.7 

respectively are all indicative of the presence of the tetragonal phase signifying the 

stable rutile β-MnO2. This is in good agreement with a previous study by Hassan et 

al. [212] which indicated a similar peak with the Miller dhkl index of (200) at a 2θ 

position of 18.9⁰ and this correlates agreeably.  

The similarities in the location of the peaks and the Miller indexes can be attributed 

to the identical bonding patterns of some atoms in all the three nanoclusters. For 

example, 1) all the structural configurations have a central manganese atom that is 

bonded to 4 oxygen atoms, 2) they all have exterior terminal oxygen atoms that are 
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bonded singularly to a manganese atom, 3) the internal arrangement of the atoms is 

dominated by diamond or cubic like structure consisting of two manganese atoms 

and two oxygen atoms. These similar characteristics in the atomic configurations 

explain the similar attributes in the XRD patterns and the presence of common 

phases. Inversely, all the other differences observed in the positions of the peaks, 

their intensities and their Miller indexes can be attributed to their differences in the 

atomic configurations.  

It is especially encouraging that both the simulated nanoclusters and the experimental 

XRD patterns displays some similar peaks representing the stable pyrolusite 

polymorph such as the (001), (101), (111) and the (200) peaks. Recall that the 

nanoclusters adopt a cubic crystal system during DFT calculations whereas the bulk 

β-MnO2 structure belongs to the tetragonal crystal system. These differences in the 

crystal models of the bulk pyrolusite and the generated stable nanoclusters has an 

effect on their XRD patterns. For example, peaks such as (01-2) and (031) on figure 

28 (a) are not present on both the previous XRD patterns displayed in figure 29 and 

30. However, it is envisaged that some of these observed differences are indicative 

of some improvements in the structural integrity of the nanoclusters. 

Peaks associated with other MnO2 phases such as the Anatase and Brookite phases 

that have dominant high intensity peaks occurring near 25 2θ and 48 2θ are not 

observed in figure 28 [264, 265]. Hence, no other phases except the stable rutile 

phase have been detected in the n3 nanoclusters. From these discussions, the peaks 

in figure 28 can be associated and attributed to phases correlating to the most stable 

and abundant polymorph of MnO2, i.e., pyrolusite [12] as shown in figure 30. 



171 
 

7.1.2. XRD patterns of the n3-01 nanocluster at varying 

temperatures 

This section investigates the impact of increasing temperatures of the phase changes 

present in the most stable nanocluster with three manganese and 6 oxygen atoms, 

i.e., n3-01. Figure 31 presents the XRD patterns of the n3-01 nanocluster calculated 

at increasing temperatures ranging from 200 K to 1000 K. These temperatures are 

selected to observe the behaviour of the nanoclusters at lower temperatures and 

even at temperatures above the melting point of 808 K to check for any phase 

changes. The intensities are displayed from zero until a maximum 2θ range of 40⁰. 

From figure 31, it is observed that the XRD landscapes of all the XRD patterns are 

mostly indistinguishable with noticeable similarities in their 2θ positions, Miller 

indexes and intensities. The miller indexes were checked and they all reported 

identical indexes across the temperature range of 200 K to 1000 K measured (only 

200 K is displayed). This similarity shows that these nanoclusters have maintained 

their structural integrity and phases even when temperatures are increasing beyond 

the melting point at 808 K for the β-MnO2 bulk structure. Furthermore, this 

encouraging result shows a significant improvement from the observations seen with 

the β-MnO2 bulk structure which showed significant deterioration at higher 

temperatures in section 4.3.  
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Figure 31: XRD patterns of the n3-01 nanocluster optimised at varying temperatures 

from 200 K to 1400 K.  

The (001) which was shown to be dominant due to its high intensity in the undoped 

nanocluster generated using IP techniques (as shown in figure 28 a) is also observed 

in the XRD patterns on figure 31. Furthermore, other peaks such as the (101), (111) 

and (031) are also available on both XRD patterns, this indicative of similar phases 

of pyrolusite detected in both nanoclusters. This is proven by the (001), (101), (002), 
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(102) peaks being present on the previous XRD patterns by Augustine et al. [244] 

(see figure 29). 

These results are promising and positive, considering that cathodes in rechargeable 

batteries reach higher temperatures during the repeated charge-discharge cycles. 

This shows that the operating temperature of manganese dioxide materials can be 

improved by nanostructuring. A similar XRD landscape was observed from a previous 

study where similar XRD patterns were plotted as depicted in figure 32 [243]. 

 

Figure 32: Extract from a study by McMurdie et al. [243] indicating the XRD pattern of 

an ore containing pyrolusite. 

From figure 32, we observe an XRD pattern from a study by McMurdie et al. [243] 

illustrating a similar plot to those depicted in figure 31, in order to show the good 

correlation between these studies. It is observed that the peaks in figure 31 and figure 

32 are consistent in their 2θ positioning and intensities, however no significant 

analysis can be made at this stage based on the peak sizes and peak widths due to 

the type of calculations and plots done. Broader peak widths are usually associated 

with a larger nanocrystallite [266], this aspect will be investigated further in future 

studies. 
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7.1.3. XRD spectroscopy of the doped n3-01 nanoclusters 

This subsection focuses on the XRD analysis of the n3-01 doped on the central cation 

position denoted by Mn2. Again, Fe, Co and Ni are used as the dopants of interest 

as was done in the previous chapters. The initial discussions carried out compare the 

XRD patterns from the bulk β-MnO2 structure with the XRD patterns from the pure 

un-doped n3-01 nanocluster. Lastly, the comparisons are made with the XRD 

patterns from the doped n3-01 nanocluster optimised by the DFT based code 

CASTEP and illustrated using the Reflex code. Both these codes are found in the 

Materials studio software package as mentioned previously in this study. 

The XRD patterns presented in chapter 4 (figure 13) were prepared using the 2015 

version of Materials Studio, while the patterns illustrated in this section were prepared 

using the 2019 version of Materials Studio. This might lead to some discrepancies 

and/or mismatch in the comparisons of their XRD patterns. Speakman [213] stated 

that XRD intensities and their 2θ positions are dependent on the specific instrumental 

characteristics of that certain tool utilised. There is limited knowledge available on 

existing XRD patterns of manganese dioxide nanoclusters hence there is a shortage 

of previous studies that can be used to compare with the current study adding to the 

novelty of this study. 

To verify the findings from the previous chapter concerning the effect of doping on 

the nanocluster’s structural phase changes, The XRD patterns of the doped 

nanoclusters are illustrated in figure 34. The displayed patterns are for the n3-01 

nanocluster doped by Fe, Co and Ni on the central manganese atom denoted by Mn2. 

This position is selected because it was shown to be the most preferable atomic site 

to perform the substitutional doping on.  
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Figure 33: A comparison of the XRD patterns of the (a) undoped n3-01 nanocluster 

with XRD patterns of the n3-01 nanoclusters doped with (a) Fe, (b) Co and (d) Ni on 

the Mn2 atomic position. 

From the XRD patterns displayed in figure 33 of the doped n3-01 nanoclusters, it is 

observed that the (001) peak for the (a) undoped and (d) Ni-doped n3-01 nanocluster 

have the same highest intensity and 2θ positioning. Additionally, the (010) peak for 
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(b) Fe-doped and (c) Co-doped n3-01 nanocluster at the same position also has the 

highest intensities. These peaks with intensities of 100 a.u. are indicative of the stable 

rutile phase in the nanoclusters as discussed in the previous section and in previous 

literature [212, 241, 243, 263]. More detailed discussion about these phases was 

carried out in section 7.1.1. This observation is crucial as the study aims to improve 

the structural properties and stability of pyrolusite hence proof that there is actual 

presence of pyrolusite in this computer simulated nanoclusters is very encouraging 

[242, 263]. 

Comparing the XRD patterns in figure 32 (a), (b), (c) and (d) with figure 33 shows a 

remarkably similar landscape in the peaks from the previous study with the current 

study in terms of peak positioning and intensity. The minor positional differences of 

the peaks on the horizontal 2θ scale are inconsequential due to the mismatch in the 

instrumental settings however the succession and intensities of the peaks correlates 

well. Similar XRD landscapes were observed on similar previous studies [212, 263]. 

There are minor peaks beyond the 33 2θ position which are deemed insignificant due 

to their exceptionally low intensities as such they resemble noise [213] on the current 

study.  

The presence of the rutile phase as shown by the (001), (002), (200) and (111) peaks 

indicates that the growing nanoclusters are mutating from the cubic crystal system 

towards the rutile tetragonal crystal system originally observed with the β-MnO2 bulk 

structure [12]. This mutation is important because it shows that the growing 

nanoclusters are naturally conforming to structures that are prevalent in the naturally 

occurring manganese dioxide which are known to be stable [11].  
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Recall, from chapter 1 that the various polymorphs of manganese dioxide differed 

mainly in the distribution of manganese atoms in the octahedral sites. Now, looking 

at the different indexes of the peaks between the bulk structure and these 

nanoclusters, it is evident that there are new atomic orientations occurring in the 

doped nanoclusters. It is our goal to eventually show that these new phases indicate 

the improved stability of the new nanoclusters. Furthermore, this stability is again 

observed in the Ni-doped n3-01 nanocluster due to the first two peaks having highest 

intensities. From these discussions, it is evident that the growing nanoclusters indeed 

display different properties from the bulk pyrolusite. The XRD analysis from this 

chapter shows the sensitivity of the nanoclusters to their composition and size, which 

will lead to new and interesting properties improving those of the bulk material [20]. 

There are also some substantial differences in the intensities and positions of the 

other peaks showing that this nanocluster has undergone considerable changes 

during this process. It is envisaged that all these differences indicate an improvement 

in the structural stability, electrochemical activity and conductivity of these newly 

generated nanoclusters. Comparing the XRD patterns of this optimised nanocluster 

with the original nanocluster in figure 26 shows that indeed optimisation succeeds in 

altering the orientation and bonding lengths in the nanoclusters.  

It is encouraging to observe that the XRD patterns discussed in this chapter show 

some similarity in the positioning and intensities of the peaks with the XRD pattern 

from the experimental study by Zheng et al. [241] for the β-MnO2 nanotube bulk 

structure. This indicates that there are still some positive attributes maintained by 

these DFT optimised nanoclusters as discussed in section 4.2 focusing on XRD 

spectroscopy of the β-MnO2 bulk structure. 
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Chapter 8: The effect of doping on the electronic 

properties of MnO2 nanoclusters 

 

This chapter focuses on the effect of doping on the electronic properties and stability 

of the MnO2 nanoclusters, specifically the stable n3-01 nanocluster. The dopants of 

interest are Fe, Co and Ni. Additionally, the density of states (DOS), the band-gap 

energy between the valence band and conduction band at the Fermi level will also 

be discussed. Furthermore, the band structure is used to determine what type of 

material the nanoclusters are i.e., insulator or semi-conductor or conductor. A shorter 

band-gap indicates the material has a higher intrinsic conduction [197, 240]. 

The stability of the doped nanoclusters is investigated by focusing on the binding 

energies of the doped nanoclusters and the bond lengths between some respective 

atoms of interest. In particular, the bond lengths were measured to determine the 

impact of doping on the growth of the nanoclusters. The information gathered from 

this chapter is compared with that from the analysis of the bulk β-MnO2 structure as 

discussed in chapter 4.  

8.1. Doping of the n3-01 nanocluster 

From this section, we focus on the substitutional of doping of the n3-01 nanocluster. 

Specifically, on determining the preferred cation position to perform the doping 

process. The atomic substitutional method was employed instead of the interstitial 

doping where a Mn atom is replaced by either Fe, Co or Ni. This choice of doping 

technique is preferred due to interstitial doping adding an extra atom to the existing 

nanocluster structure, thereby increasing its volume and size. Whereas this study 
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aims to decrease the size of the structures while increasing their stability doping, 

hence the choice of substitutional doping [224, 225]. 

The preferred doping position is determined by replacing the cations systematically 

on all the atomic positions initially occupied by manganese on the most stable 

nanocluster consisting of 3 manganese and 6 oxygen atoms (n3-01). This is done to 

specify whether the Mn1 (least coordinated cation) or Mn2 (highest coordinated 

cation) is more preferable to perform the substitutional doping procedure.  

8.1.1. Preferred doping position   

The doping process is performed by firstly determining the preferred doping site from 

among all the atomic sites initially occupied by the manganese atoms. The three 

dopants (Fe, Co and Ni) were substituted on the indicated atomic sites i.e., Mn1 and 

Mn2 of figure 35. The discussions from this subsection will seek to validate the 

selection of the specific dopant impurity as determined in chapter 4. Comparisons 

between the results from the earlier chapters are made in order to make certain 

conclusions and definitive recommendations for future studies.  

The DFT-based CASTEP code is used to optimise the doped n3-01 nanoclusters. 

Subsequently, the molecular dynamics DMol3 code is used to measure the Fermi 

energy, band-gap energy, valence band and conduction band edges using the 

Material Studio software suit. Furthermore, figure 35 displays the bond lengths and 

all the labelled atomic positions occupied by all the manganese and oxygen atoms in 

the pure DFT-optimised n3-01 nanocluster. These measurements will serve to 

compare with the results after doping in an attempt to determine the impact of doping 

on the stability and electronic properties of the nanoclusters. 



180 
 

 

 

Figure 34: The n3-01 nanocluster indicating the labelled atomic positions before 

doping  

 

From figure 34, it can be construed that the atomic positions labelled as Mn1 and 

Mn3 are symmetrically identical. This symmetry is attributed to the similarity of the 

left and right fragments of this nanocluster. The bond lengths on the left side are 

almost identical to the bond lengths on the right side of the central manganese atom.  

This symmetry in the n3-01 nanocluster allows for the calculations and analysis to be 

performed on only one side of the fragment, i.e., on Mn1 and Mn2 only. Furthermore, 

the Mn1 and Mn3 atoms have equal Hirshfeld charges of 0.39e as further evidence 

of this similarity.  

8.2.1. Iron doping of the n3-01 nanocluster  

In this subsection, we focus on the Fe-doping of the n3-01 nanocluster. Table 16 

presents the Fermi energy, band-gap energy and binding energy of the undoped and 

Fe-doped n3-01 nanocluster. In particular, these calculations are carried out in an 

effort towards determining the impact of Fe-doping on the n3-01 nanocluster.  
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Table 16: Electronic properties of the pure and Fe-doped n3-01 nanocluster showing 

their Fermi energies, band-gap energies and binding energies. 

 

   

 

 

Fermi energy (eV) 

DFT energy gap (eV) 

valence band (eV) 

conduction band (eV) 

binding energy (eV) 

(eV/atom)   

Total energy (eV)   

Undoped n3-01 

 

- 6.486  

  0.416  

- 6.486  

- 6.071  

- 4.441  

 

- 11220.719 

Fe-doped n3-01 nanocluster 

 

- 6.304  

  0.651  

- 6.304  

- 5.653  

- 4.124  

 

- 9220.026 

 

Table 16 presents the Fe-doping results when substitutional doping was performed 

on the Mn1 atomic position and comparing this with the pure undoped n3-01 

nanocluster. The Mn2 position was unstable and failed to converge hence it is 

excluded from the analysis. 

The Fe-doped nanocluster is less stable with a higher Fermi energy of -6.304 eV after 

DFT optimisation with the CASTEP code. This is a deterioration from the Fermi 

energy of -6.486 eV of the pure undoped n3-01 nanocluster. Consequently, the band-

Mn1 
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gap energy of 0.416 eV and the binding energy of -4.441 eV/atom are lower and 

favour the undoped n3-01 nanocluster. In comparison, the Fe-doped n3-01 

nanocluster recorded a larger band-gap energy of 0.714 eV and a less stable binding 

energy of -4.124 eV/atom. 

Analysis of the results show that the pure undoped n3-01 nanocluster is a better 

conductor due to the lower Fermi energy and shorter band gap. Particularly, this is 

due to manganese having 5 electrons in its 3d valence orbital as opposed to the 6 

electrons for iron. This shows that manganese can accommodate more electrons 

from the oxygen atoms during hybridisation and bonding due to its half-filled 3d orbital 

for the Mn2+ ion. Furthermore, the higher electron affinity of the iron dopant is shown 

to be negatively affecting the stability of the Fe-doped n3-01 nanocluster as shown 

by the decreased binding energy and lower Fermi energy.  

Consequently, this failure in enhancing the electronic properties and stability of the 

nanocluster indicates that iron cannot be recommended as a potential dopant in this 

study. This observation correlates well with discussions from chapter 4 pertaining to 

doping of the β-MnO2 bulk structure. In addition to some calculations failing to 

converge when the n3-01 nanocluster was doped on the central Mn2 atom using the 

same parameters that were successful in optimising all the other structures in this 

study, points to the failure of iron as a potential dopant for manganese dioxide. 

8.2.2. Cobalt doping of the n3-01 nanocluster 

This section focuses on the Co-doping of the n3-01 nanocluster. Similar to Fe-doping, 

the Fermi energy, band-gap energy and binding energy are calculated in order to 

determine the influence of doping with cobalt on the n3-01 nanocluster. The 
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substitutional doping is performed on the two atomic positions denoted by Mn1 

(exterior cation position on the right fragment) and Mn2 (central cation position with 

the higher coordination). Mn1 denotes the exterior manganese atom on the right 

fragment of the n3-01 nanocluster with the lower coordination having a 0.39e 

Hirshfeld charge. Mn2 is the interior central manganese atom with the higher 

coordination having a 0.32e Hirshfeld charge. 

Table 17: Electronic properties of the Co-doped n3-01 nanocluster  

    

 

 

 

 

 

 

Fermi Energy 

DFT energy gap 

valence band  

conduction band  

binding energy 

(eV/atom)   

Total energy (eV)   

Undoped n3-

01 

 

- 6.486 eV 

  0.416 eV 

- 6.486 eV 

- 6.071 eV 

- 4.441  

 

- 11220.719 

Co1-doped n3-01 

nanocluster 

 

- 6.565 eV 

  0.312 eV 

- 6.565 eV 

- 6.253 eV 

- 4.531  

 

- 9220.030 

Co2-doped n3-01 

nanocluster 

 

- 6.795 

  0.116 

- 6.795 

- 6.679 

- 4.654 

 

- 9456.080 

 

Mn1 
Mn2 
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From table 17, we observe that the shortest band-gap energy of 0.116 eV is 

measured for the Co-doped n3-01 nanocluster on the central Mn2 atomic position. 

This Mn2 atomic position has the highest coordination because it is tetrahedrally 

bonded to its 4 neighbouring oxygen atoms that contribute positively to its stability 

and preferability as the doping position. Furthermore, the Co-doped n3-01 

nanocluster on the Mn2 atomic position has the lowest Fermi energy of -6.795 eV, 

the lowest binding energy of -4.654 eV/atom.  

These results illustrate the overwhelming preference for cobalt doping to be targeted 

on the most coordinated cation positions. Co-doping shows some commendable 

success towards improving the electronic properties and stability of the n3-01 

nanocluster hence it is recommended that cobalt can be used as a potential dopant 

for these systems. 

8.2.3. Nickel doping of the n3-01 nanocluster 

This section focuses on the Co-doping of the n3-01 nanocluster. Similar to Fe-doping 

and Co-doping; the Fermi energy, band-gap energy and binding energy are 

calculated in order to determine the efficacy of doping with nickel on the n3-01 

nanocluster on the Mn1 and Mn2 atomic positions. Recall, that Mn1 refers to the 

exterior manganese atom on the right fragment of the n3-01 nanocluster with the 

lower coordination having a 0.39e Hirshfeld charge. Mn2 refers to the interior central 

manganese atom with the higher coordination having a 0.32e Hirshfeld charge. 

Table 18 presents the results obtained when nickel was used to dope the n3-01 

nanocluster on the two atomic sites denoted as Mn1 and Mn2. 
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Table 18: Electronic properties of the Ni-doped n3-01 nanocluster  

  

 

 

 

 

 

 

 

 

 

 

 

 

Fermi Energy 

DFT energy gap 

valence band  

conduction band  

binding energy  

(eV/atom)   

Total energy 

(eV) 

  

 

 

- 6.486 eV 

  0.416 eV 

- 6.486 eV 

- 6.071 eV 

- 4.441  

 

- 11220.719 

Ni1-doped n3-01 

nanocluster 

 

- 6.667 eV 

  0.220 eV 

- 6.667 eV 

- 6.447 eV 

- 4.516 

 

- 9731.633 

Ni2-doped n3-01 

nanocluster 

 

- 6.962 

  0.346 

- 6.962 

- 6.616 

- 4.674 

 

- 9732.794 

 

The Ni-doped nanocluster on the highest coordinated atomic position (Mn2) improved 

the binding energy from -4.441 eV/atom to -4.674 eV/atom after DFT optimisation. 

More importantly, this is the lowest and most stable binding energy recorded for all 

the nanoclusters before and after doping with either Fe, Co or Ni across all the doping 

positions.  In particular, this shows the stability of the Ni-doped nanoclusters.  

Mn1 
Mn2 
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Furthermore, the lowest Fermi energy and total energy of -6.962 eV and -9732.794 

eV respectively are recorded for the Ni-doped nanocluster at the central cation 

position (Mn2) with highest coordination. However, the band-gap energy of 0.346 eV 

for the Ni-doped n3-01 nanocluster is larger than the shortest band-gap energy of 

0.116 eV recorded for the Co-doped n3-01 nanocluster substituted on Mn2 also. 

Particularly, this shows that Co-doping succeeded in decreasing the energy 

difference between the valence band and the conduction band, thereby making it 

easier for an excited electron to move freely between the valence band and the 

conduction band, thereby effectively improving the electrical conductivity of the 

material.  

The Fermi energy has negative values that are very close to the conduction band 

values. Furthermore, all the band-gap energies ranged between 0.116 eV to 0.651 

eV showing that all the dopants produced nanoclusters which are good semi-

conductors. This indicates the good metallic nature of all these nanoclusters [195]. 

The valence band energy for the Ni-doped nanocluster on the Mn2 atomic position is 

-6.962 eV and the conduction band energy is -6.616 eV.  

The valence band energies and the conduction band energies are very close to each 

other enabling easier flow of electrons between the bands. The conduction band is 

partly filled with electrons contributing electrical charges to the nanoclusters thus 

making them good conductors. [194]. Meaning that the average HOMO-LUMO band-

gap is very small enabling free movement of excited electrons between these bands. 

It is evident that the dopant elements prefer substitution on the Mn2 atomic position 

with the higher number of bonds, having a greater coordination. Recall from section 

4.4 that nickel was the best dopant for the bulk β-MnO2 structure. However, cobalt is 
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now also emerging as a promising dopant due to its capability in refining the Co-

doped nanoclusters to have the shortest band-gap energy. These results agree well 

with a previous experimental study that shown improved conductive properties of 

manganese dioxide nanostructures doped with cobalt [126]. 

The Ni-doped nanoclusters displayed the most structural stability after optimisation 

when compared with all the other doped nanoclusters because they had lowest 

binding energy of -4.674 eV/atom and the lowest Fermi energy of -6.962 eV. 

Furthermore, this nanocluster displayed an evolution from an elongated linear atomic 

configuration towards a more compact circular configuration. This is shown 

particularly by the angles between the two exterior terminal oxygen atoms decreasing 

from a linear 180⁰ bond angle to a more compact and spherical 143.46⁰ bond angle. 

In addition, the bond length decreased from 7.856 Å to 7.073 Å. The highest binding 

(least stable) is recorded for Fe-doping on the exterior manganese atom (Mn1) with 

a lesser coordination.  

Moreover, the lowest binding energy (most stable) is recorded for Ni-doping on the 

central manganese atom (Mn2) with the higher coordination. Hence nickel is shown 

to be the preferable dopant element and the cation position with the higher 

coordination (greater number of bonds) is more suitable to perform the doping on. 

These observations are very encouraging and positive. The results agree very well 

with previous studies showing that stable nanostructures preferred shorter average 

bond distances and they evolved to adopt compact ring structures [22, 267]. Taking 

into consideration that both dopants offer some considerable qualities, it is worth 

investigating the dual doping of the nanoclusters using two dopants simultaneously. 

This approach is intended to take advantage of the good conductive qualities 
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observed with Co-doping, the stability and compactness observed with Ni-doping. 

This dual doping is explored in the next section.   

8.3. Dual doping of the n3-01 nanocluster 

In this chapter, we report on the simultaneous substitutional doping of the n3-01 

nanoclusters using either Co or Ni dopants used in this study. Recall from the 

previous chapter that Ni was favoured as the preferred dopant due to its ability to 

form stable compact ring nanoclusters and Co also displayed some essential 

electrically conductive qualities. Primarily, both the structural stability and good 

electrical conduction are imperative to create the next generation of suitable cathode 

materials for rechargeable batteries. Hence, it is thus crucial to attempt the 

simultaneous doping using both Ni and Co in an attempt to take advantage of their 

positive attributes as observed in the previous section.  

As shown in the previous chapter, both Ni and Co are best singularly utilised when 

doped on the central Mn2 atomic site with the higher coordination. Now, It must be 

newly determined which dopant must be substituted on the central Mn2 position and 

which dopant must be substituted on the right fragment’s Mn1 atomic position. This 

determination is achieved firstly by substituting on the Mn2 atomic position with nickel 

and then doping the Mn1 atomic position with cobalt. Secondly, the doping is 

performed with cobalt substituting Mn2 and nickel substituting Mn1 on the n3-01 

nanocluster.  

Studying the nanoclusters binding energies, Fermi energies and their band-gap 

energies aids in determining the impact of dual doping in comparison with the 

singularly doped nanoclusters and the undoped nanocluster. Figure 35 displays the 
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Figure 35: (a) The dual doped n3-01 nanocluster with Ni substituted on the Mn2 

atomic position and Co substituted on the Mn1 atomic position, (b) The dual doped 

n3-01 nanocluster with Co substituted on the Mn2 atomic position and Ni substituted 

on the Mn1 atomic position. In-text labels distinguish the position of the atoms. 

dual doped n3-01 nanoclusters showing the different ways of arranging the dopant 

atoms on the two cation sites of the nanocluster, i.e., Mn1 and Mn2 (as listed in the 

previous chapter). 

 

      (a) 

 

 

 

  (b) 

 

 

 

 

 

 

 

Figures 35 (a) and 35 (b) displays the two respective arrangements of doping the n3-

01 nanocluster with both Ni and Co. The binding energies, total energies, Fermi 

energies and band-gap energies of the dual doped nanoclusters were measured and 

Mn 

Mn Ni Co O 

O Ni Co 
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compared pre and post doping with the DFT-based CASTEP code. These properties 

are presented in Table 19. 

Table 19: Electronic properties of the dual-doped n3-01 nanocluster using the Ni- and 

Co- dopants. 

 

Property n3-01 

Undoped 

(a) n3-01 

Ni-Co 

(b) n3-01 

Co-Ni 

Fermi Energy 

(eV) 

- 6.486  -6.911 -7.167 

Band-gap energy 

(eV) 

0.416  0.316 

 

0.253 

Valence band 

edge (eV) 

- 6.486  -6.911 

 

-7.167 

Conduction band 

edge (eV) 

- 6.071  -6.594 

 

-6.914 

Binding energy 

(eV/atom) 

- 4.441 -4.404 

 

-4.459 

 

From table 19, the Fermi energy of the n3-01 nanocluster doped with Co substituted 

on the Mn2 atomic position and Ni substituted on the Mn1 position has the lowest 

and most stable energy at -7.167 eV, this shows that this nanocluster is the most 

structurally stable and this is reinforced by the binding energy being the most stable 

and lowest at -4.459 eV/atom. Furthermore, this Co-doped n3-01 nanocluster at the 
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Mn2 atomic position has shortest band gap of 0.253 eV, making it the better electrical 

conductor.  

Recall from table 17, that the shortest band-gap energy of 0.116 eV/atom was 

recorded for the singularly Co-doped n3-01 nanocluster on the Mn2 atomic position 

with the highest coordination. This shows that dual doping has effectively failed in 

improving the conductivity of the n3-01 nanocluster, because the shortest dual doped 

n3-01 nanocluster has a larger band-gap energy of 0.253 eV/atom recorded for the 

n3-01 nanocluster doped with Ni on the Mn1 atomic position and Co on the Mn2 

position. 

Furthermore, the most stable binding energy from the singular doping results was 

recorded when Ni was doped on the Mn2 atomic position with a value of -4.674 

eV/atom, it is important to note that this value is more stable than all the values 

recorded with the dual doping procedure. Consequently, this also shows that dual 

doping has failed to improve the structural stability of the nanocluster. The failure in 

enhancing the conductivity and stability shows that dual doping may not be 

recommended for the smaller nanoclusters based on these results.  

It will be interesting to observe what happens when dual doping is performed on two 

centrally located cation atomic positions with a higher coordination in larger 

nanoclusters above n = 10, this aspect will be investigated further in future studies. 

8.4. Density of states of the doped n3-01 nanocluster 

The Density of States (DOS) were calculated for the pure and doped n3-01 

nanoclusters to investigate their behaviour at the Fermi level. These calculations 
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were carried-out to discuss more insights on the conductivity and stability of the 

doped MnO2 nanoclusters.  

8.4.1. TDOS of the IP and DFT n3-01 nanocluster 

Figure 36 depicts the Total Density of States (TDOS) plots comparing the IP 

generated n3-01 nanocluster in (A) and the DFT optimised n3-01 nanocluster in (B). 

 

Figure 36: The Total Density of States (TDOS) plot of A) The original n3-01 nanocluster 

generated by KLMC and B) The optimised n3-01 nanocluster by CASTEP. 

 

From figure 36, we observe that the plots have peaks on identical positions have 

identical intensities. This shows the presence of similar phases and similar bonds in 

both the nanoclusters which is expected considering the nanoclusters look the same, 
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differing only by some minor bond lengths. Furthermore, the identical plots show that 

there is a continuous non-zero peak on the Fermi level indicating the flow of electrons 

between the valence and the conduction band, this illustrates that both the 

nanoclusters depicted in figure 36 have a good capability of electrical conduction 

which is a required aspect of cathode materials for modern rechargeable batteries. 

8.4.2. TDOS of the Fe-doped n3-01 nanocluster 

This density of states plots presented in this subsection were calculated for the three 

dopant elements when substituted on the 2 atomic positions as discussed previously. 

Position Mn1 is labelled as A) and position Mn2 is labelled as B) in all the TDOS 

plots. The CASTEP code was used to determine these TDOS plots using the same 

parameters that were found to be optimal to optimise all the other nanoclusters from 

n=2 to n=20. 

Figure 37 displays the TDOS of the DFT optimised nanocluster doped on the external 

manganese atom denoted by Mn1 (A) and the central manganese atom denoted by 

Mn2 (B) doped with iron. 

From figure 37, we observe that the centrally doped n3-01 nanocluster has a lower 

DOS at the Fermi level than the externally doped nanocluster. This indicates that the 

centrally doped nanocluster is more stable and this is the preferred position for doping 

with iron. These preliminary results concur with those observed from the β-MnO2 

nanocluster showing that doping was preferable on atomic positions with the higher 

coordination. 
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Figure 37: The Total Density of States (TDOS) plot of the Fe-doped n3-01 nanocluster 

substituted at A) The Mn1 atomic position and B) The Mn2 atomic position. 

8.4.3. TDOS of the Co-doped n3-01 nanocluster 

Figure 38 displays the total density of states for the n3-01 nanocluster doped on the 

external manganese atom denoted by Mn1 (A) and the central manganese atom 

denoted by Mn2 (B) doped with cobalt using the DFT-based CASTEP code. 

The highest peaks on the TDOS of the centrally doped n3-01 nanocluster are lower 

than those on the exterior doped nanocluster. This indicates that the nanocluster 

displayed in B) is more stable than that in A). This shows that doping is more 

preferable when it is performed on the higher coordinated atomic positions. 
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Figure 38: The Total Density of States (TDOS) plot of the Co-doped n3-01 nanocluster 

substituted at A) The Mn1 atomic position and B) The Mn2 atomic position. 

8.4.4. TDOS of the Ni-doped n3-01 nanocluster 

Figure 39 displays the total density of states for the n3-01 nanocluster doped on the 

external manganese atom denoted by Mn1 (A) and the central manganese atom 

denoted by Mn2 (B) doped with nickel using the DFT-based CASTEP code. 

From figure 39, we observe that the Ni-doped n3-01 nanocluster on the lesser 

coordinated Mn1 position has peaks with higher intensities than those observed on 

TDOS of the centrally Ni-doped nanocluster on Mn2. 
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Figure 39: The Total Density of States (TDOS) plot of the Ni-doped n3-01 nanocluster 

substituted at A) The Mn1 atomic position and B) The Mn2 atomic position 

It is observed that the centrally Ni-doped nanocluster at the Mn2 atomic position has 

a lower energy at the Fermi level as compared to the Ni-doped nanocluster as the 

atomic position with a lower coordination. This indicates that the centrally doped 

nanocluster is more stable and that the nanoclusters display a preference for doping 

at atomic positions with a higher coordination.  

Another important property related to the Fermi energy worth investigating is the 

behaviour of all the doped nanoclusters at the Fermi Level. This is done to observe 

which doped nanocluster is the most stable and which is the better conductor of 

electricity to support the assertions made when analysing the Fermi energy values. 

Table 20 gives the DOS of the pure and the doped nanoclusters at the Fermi level. 
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The table also gives the positions and values of the highest peaks to add onto the 

qualitative analysis to determine the conductivity of these nanoclusters. 

Table 20: Table indicating the values of the Density of States at Fermi level for the 

pure n3-01 nanocluster and the doped n3-01 nanoclusters 

 

 IP  

n3-01 

DFT 

n3-01 
Fe1 Fe2 Co1 Co2 Ni1 Ni2 

DOS @ 

Fermi 

level 

9.70 9.70 10.85 9.63 11.89 10.91 12.59 6.73 

Highest 

Peak  

X : Y 

-5.61 :  

24.85 

-5.61 : 

24.85 

-5.53 : 

25.40 

-5.57 : 

22.80 

-5.48 : 

24.40 

-3.50 : 

13.01 

-5.41 : 

19.9 

-3.09 : 

13.50 

 

From Table 19, it is observed that the Ni-doped n3-01 nanocluster on the central 

atomic position originally occupied by manganese (Mn2) produces the least 

conductive nanocluster. It is worth noting that all the doped nanoclusters have good 

conductive qualities due to their very small band-gap energy that is well below the 

2eV limit for semiconductors. These doped nanoclusters also produced peaks with 

lower intensities indicative of the stability of the doped nanoclusters.  

Furthermore, the nanoclusters doped on the external manganese atom produce 

better conductors which is expected because the central atoms use more of their 

valence electrons to bond with the oxygen atoms around them. This shows an indirect 

relationship between stability and conductivity. Nickel is more electron rich due to it 

having more unpaired electrons in its outermost shell hence the nanocluster doped 
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with nickel has the highest DOS of 12.59 eV meaning it is the best overall electrical 

conductor on the external atomic position even though it is not the most stable.  

8.4.5. Fermi energy 

This subsection focuses on the analysis of the Fermi energies of the top five most 

stable nanoclusters per atomic size, i.e., n=1, 2, 3, 4 and 5. Figure 40 shows the 

TDOS of the five smallest and most stable nanoclusters. Each stable nanocluster is 

indicated by a different colour; namely light green (solid line) for n2-01, blue (long 

dash) for n3-01, purple (medium dash) for n4-01, brown (short dash) for n5-01 and 

dark green (dash-dot-dash) for n6-01 
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Figure 40: Total Density Of States (TDOS) of the most stable nanoclusters, (MnO2); n 

= 2 atoms to n = 6 atoms 

From the plots in figure 40, we observe that as the size of the cluster is increasing, 

contributions at the Fermi level are also increasing. Thus, the nanocluster systems 
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are becoming better electrical conductors and more stable as they grow in size. 

Similar behaviour was observed on the DOS plots of a study by Mishra et al. [268].  

It is also observed that the highest peaks on both sides of the Fermi level are moving 

further away from the Fermi level as the cluster size increases, this is indicative of 

the varying metallic behaviour of the nanoclusters. The presence of peaks on both 

sides of the Femi level is a good indicator that all the nanoclusters are good 

conductors. 

The hybridisation of the protruding peaks from the individual atoms leads to the 

presence of the high peaks on the total DOS. The hybridisation of the Mn 3d orbital 

and the O 2p orbital forming a covalent bond, is mainly due to manganese 

contributing the majority DOS as it is more reactive and less stable. The highest peak 

on the valence band corresponds to the n5-01 nanocluster’s contributions and is also 

referred to as the valence band maximum. The Ni-doped nanoclusters were shown 

to be the most structurally stable and that doping was preferential on the atom with 

the highest coordination to neighbouring oxygen atoms (the metallic atom with the 

greatest number of bonds). These higher coordinated atoms were also shown to be 

usually located internally towards the centre of the structure.  

Cobalt was shown to produce the most conductive nanocluster although all the 

dopants were also shown to form good conductors as seen by their short band-gap 

energies. This shows that both nickel and cobalt can be recommended as suitable 

dopants considering the specific need of the material to be a good electrical conductor 

that maintains its structurally intact stability under stress. It is recommended that dual 

doping be performed with nickel being granted the higher concentration than cobalt. 
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Iron was shown to be a less suitable dopant in comparison and can be excluded from 

selection altogether. 

It is thus discovered that the pure undoped nanoclusters are shown to be more stable 

than their doped counterparts, however 100% pure compounds do not exist in nature 

because all naturally occurring elements contain impurities or other foreign elements 

hence the importance to investigate this doping. To further investigate the impact of 

doping on the electronic properties of the nanoclusters, charge density differences 

were shown to provide vital information about the stability and conductivity of 

materials [229], hence they are studied in the next section. 
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Chapter 9: Charge density differences  

This chapter focuses on the charge density differences of the stable n3-01 

nanocluster. The analysis compares the charge density difference of the undoped 

and doped n3-01 nanocluster with the Fe, Co and Ni dopants. In particular, the effect 

of doping on the electronic charge density difference is explored to understand the 

nature of bonding within the system. The calculations were performed using the 

CASTEP code [27].  

9.1. Undoped n3-01 nanocluster  

This section discusses the electronic charge density differences of the n3-01 

nanocluster in order to gain knowledge on the bond formations and their directional 

bonding patterns. In particular, the electronic charge density difference is calculated 

to visualise the charge transfer occurring between the Mn and O atoms. The Hirshfeld 

charges [130] and the Mulliken atomic populations [131], will be analysed in an effort 

to explain the distinct changes occurring in the coloured regions engulfing the atoms 

as displayed in figure 41. Note that, the Hirshfeld analysis defines atomic charges by 

dividing the deformation density between the individual atoms in the molecules and 

Mulliken atomic analysis measures the electron population occupying a specific atom.  

In order to fully visualise the electronic charge density difference profiles, an iso-

surface value of (+/–) 0.05 eV was implemented. Note that the individual atomic 

densities functionality was implemented in order to compute the charge density 

difference with respect to the individual atoms instead of the symmetric fragments of 

the nanocluster structure. 



202 
 

 

Figure 41: Charge density differences depiction of an undoped n3-01 nanocluster 

indicating the gain (blue) and loss (yellow) of electrons. The Mn1, Mn2 and Mn3 cations 

are labelled accordingly. 

 

The (+/–) displays two iso-surface regions (see figure 41). The blue iso-surface at 

+0.05 eV represents the gain of electronic charge and the yellow iso-surface at –0.05 

eV represents charge depletion. A higher transparency was used in order to show the 

position of the atoms responsible for creating the displayed charge densities.  

From figure 41, it is observed that there are multiple occurrences of overlapping 

between the blue and yellow electronic charge density differences regions. The 

overlap is indicative of the prevalence of covalent bonds between the Mn and O 

atoms, similar observations were found by Menendez et al. [229]. This covalence 

shows a stronger rigid bond between the respective neighbouring atoms of the n3-01 

nanocluster. Furthermore, we observe the square planar configuration consisting of 

two Mn atoms and two O atoms. This configuration is mostly observed in the centre 

of the nanocluster and it has been shown to be stable in other metallic oxide 

nanostructure studies [269]. 

Mn3

 

Mn2

 

Mn1

 

Left Fragment Right Fragment 
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All the oxygen atoms are engulfed by the blue charge density cloud and the 

manganese atoms are covered by the yellow charge density cloud. This indicates 

that manganese has donated electrons and oxygen has gained those electrons to 

form a strong covalent bond. This behaviour is confirmed by the overlap between the 

red and blue coloured charge density clouds.  

It can be clearly seen that figure 41 is symmetrical, forming two identical fragments 

with reference to the central Mn2 atom. The left and right fragments of the structure 

have identical charged density clouds indicating the high symmetry existing in this 

optimised nanocluster. The yellow-coloured region appears to occupy a larger 

surface area as compared to the blue region. This is due to the electrons in the 

valence 3d orbitals experiencing a greater mutual repulsion.  

The 3d valence electrons form a larger electron density cloud than that formed by the 

electrons in the valence 2p orbital of the oxygen atoms. The Mn atom has a larger 

charge density region than the oxygen atom because the charge density near the 

nucleus is much lower for oxygen. Similar observations were reported previously by 

Helmenstine et al. [270].  

9.2. Doped n3-01 nanocluster   

This section focuses on the impact of doping the n3-01 nanocluster using Fe, Co and 

Ni. Recall that, the atomic substitutional method was employed instead of the 

interstitial doping where a Mn atom is replaced by either Fe, Co or Ni. This choice of 

doping technique is due to the fact that interstitial doping adds an atom to the structure 

which increases the volume whereas this study aims to decrease the size of 

structures while increasing their stability [224]. In particular, the focus is on the 
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differences between the 2-dimensional charge density profiles of the nanoclusters 

after doping. This is done to assess which of the dopants produces a better charge 

density for use as cathode materials in rechargeable batteries.  

Note that, doping was performed on the two manganese atomic positions, i.e., Mn1 

and Mn2. Where Mn1 represents the manganese atom on the right fragment of the 

n3-01 nanocluster while Mn2 is the central manganese atom (see figure 41). Note 

that, Mn1 and Mn3 are identical due to the symmetric nature of the n3-01 nanocluster 

and will give similar results. The similarity bond lengths, bond angles and overall 

appearance.  

Firstly, the Fe-doping will be discussed in the next section, followed by Co-doping 

and lastly Ni-doping. The analysis focuses on the overlap of the electronic charge 

density difference regions to evaluate the covalency or ionic bonding occurring in the 

doped n3-01 nanocluster. Furthermore, the effect of the charge re-distribution and 

localisation of charges on the bond lengths, Hirshfeld charges and Mulliken atomic 

populations were investigated and reported in the following sections.  

9.2.1. Fe-doping 

Now, we consider the case of Fe-doping at both Mn1 and Mn2. Firstly, we explore 

the Fe-doping at the Mn1 position (see figure 42 (a), followed by Fe-doping at the 

Mn2 position (see figure 42 (b).) Varying views at different angles of the charge 

density difference profiles are shown to fully display the interactions. This is done to 

determine the nature of bonding (covalent or ionic) in the Fe-doped n3-01 

nanocluster. 
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Secondly, a direct comparison is done between the charge density differences of the 

nanocluster doped on Mn1 and Mn2 in an effort to display the preferred doping 

position (see figure 42). The cation positions are labelled to show their positions. 

From figure 42 (a) and (b), varying views of the substitutional doping performed on 

the Mn1 and Mn2 cation positions are displayed to better visualise the charge density 

difference in an effort to determine whether covalent bonding or ionic bonding is 

prevalent. Recall that, the overlap of charge density clouds is indicative of the 

prevalence of covalent bonds between the respective Mn and O atoms. Furthermore, 

a separation between the regions signifies an ionic bonding. Covalency is the 

preferred type of bonding because it shows stability of the nanocluster as reported 

previously by Menendez et al. [229]. 

Moreover, it is observed that there is a clear detachment between the yellow charge 

density cloud around the Fe atom and its neighbouring O atoms in figure 42 (a). This 

reveals the loss of electronic charge density at that region. However, there is an 

overlap of charge densities between Mn3 and its neighbouring O atoms. This shows 

that the Mn-O bond is covalent and more stable than the Fe-O ionic bond. The charge 

density map for ionic bonding is known to demonstrate a charge density difference 

that is localised on a single atom as observed with the Fe atom [271]. Furthermore, 

the detachment of density clouds is observed on figure 42 (b) on both fragments when 

Fe is doped on the central cation position denoted by Mn2. These observations show 

that Fe-doping destabilises the n3-01 nanocluster irrespective of the doping position. 
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Figure 42: Charge density differences of the Fe-doped n3-01 nanocluster at (a) On 

the right fragment Mn1 and (b) The Central manganese position Mn2. Different 

angles are displayed to fully show the charge density difference regions. 
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There is no distinguishable boundary between the manganese atom (denoted by 

Mn3) on the left fragment of the n3-01 nanocluster and the neighbouring oxygen 

atoms. This indicates a stronger covalent bond between the Mn-O atoms. The 

chemical bond formed by ions with metallic atoms is typically covalent in nature or an 

intermediate between the ionic and covalent bonding [272]. 

These bonding patterns show that the Mn-O bond is more stable and stronger than 

the Fe-O bond. This ionic bond existing between the Fe-O bonds confirms the 

weaknesses of iron doping as reported in the previous chapters. However, it should 

be noted that the Mn2 doping produces a more compact nanocluster as seen by the 

bond distance between the terminal oxygen atoms decreasing from 7.856 Å to 7.827 

Å and the bond angle decreasing from 180º to 171.134 º. This shows the preference 

of doping on the tetrahedral central Mn2 site with the higher coordination. 

9.2.3. Co-doping 

This section explores the charge redistribution occurring in the n3-01 nanocluster 

after Co-doping. The charge density differences are directly compared when the 

nanocluster is doped on Mn1 and Mn2 in an effort to display the preferred doping 

position. Furthermore, the nature of bonding (covalent or ionic) is discussed to 

determine the preferable doping position when Co is used as the dopant and its effect 

on the nanocluster’s stability.  

Figure 43 (a) and (b) displays the charge density differences of the n3-01 nanocluster 

after Co-doping by cobalt at Mn1 and Mn2. The charge density difference is again 

depicted in terms of the electron rich, blue (gain) regions and the electron depleted 

(loss), yellow-coloured regions.  



208 
 

 

 

    (a) 

 

 

 

 

 

 

 

    (b) 

 

 

 

 

 

 

 Figure 43: Charge density differences of the Co-doped n3-01 nanocluster at (a) 

Mn1 and (b) Mn2 

Mn3 Co Mn1 

Mn3 Co Mn2 
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From figure 43 (a), ionic bonding patterns are observed when Co-doping was 

performed on the Mn1 atomic position and even more so on the Mn2 position on 

figure 43 (b). This is indicative of the instability that is caused by doping with cobalt. 

It is observed that an almost perfect symmetrical nanocluster is formed when cobalt 

was used to dope the n3-01 nanocluster on the central atomic Mn2 atom. However, 

there are multiple clearly distinguishable separations between the various yellow and 

blue charge density regions. These colour separations are due to the ionic bonding 

prevalent in the nanocluster and this indicates the lack of stability in this nanocluster.  

This undesired outcome shows that cobalt is also not producing stable compact 

nanoclusters, similar to Fe-doping. However, the high level of symmetry is a positive 

aspect that bodes well for Co-doping. Furthermore, doping on Mn2 produces the 

more compact nanocluster illustrating the preference for doping on the central atomic 

position with a higher coordination, similar to Fe-doping.  

9.2.4. Ni-doping 

This section explores the charge density redistribution occurring in the n3-01 

nanocluster after Ni-doping. The charge density differences are compared when the 

nanocluster is doped on Mn1 and Mn2 in an effort to display the preferred doping 

position. Particularly, the nature of bonding (covalent or ionic) is discussed to 

determine the preferable doping position when Ni is used as the dopant.  

Figure 44 (a) and (b) depicts the electronic charge density differences of the 

substitutionally doped n3-01 nanoclusters at Mn1 and Mn2, respectively. The ionic or 

covalent bonding nature of the atomic bonds in the Ni-doped n3-01 nanocluster is 

investigated to determine the stability of these nanoclusters. 
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Figure 44: Charge density differences of the Ni-doped n3-01 nanocluster at (a) 

Mn1 and (b) Mn2 
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Figure 44 (a) shows the charge density differences profile of the Ni-doped n3-01 

nanocluster on right fragment denoted by Mn1. It is observed that Ni-doping creates 

separations between the charge density clouds engulfing Ni and its surrounding 

oxygen atoms indicative of the ionicity of the formed bonds. However, there are 

overlaps occurring between the charge density clouds of the atom at Mn3 and its 

surrounding oxygen atoms indicative of the covalent nature of that bond. Covalent 

bonding is preferred over ionic bonding as covalency is associated with stability [230] 

From figure 44 (b), it is observed that the structure displays a loss of symmetry after 

doping with nickel on the central Mn2 site. However, there are overlapping charge 

density clouds indicating the prevalence of covalent bonding in the Ni-doped n3-01 

nanocluster doped on Mn2. This covalency is only observed in this nanocluster hence 

it can be alluded that nickel is the most preferred dopant in comparison with iron and 

cobalt. 

9.3. Bond lengths 

This section focuses on the bond lengths of the doped n3-01 nanocluster to 

investigate how the charge re-distribution during doping affects the length of bonds 

in the doped nanoclusters. This analysis is carried-out in conjunction with the Mulliken 

atomic populations as they report on the changes occurring in the bond lengths as a 

result of doping with Fe, Co and Ni on Mn1 and Mn2. 

The localisation and re-distribution of charges during bond formation after doping has 

an effect on other properties of the nanoclusters. The properties of interest in this 

study are bond lengths, atomic orbital contributions, Mulliken atomic populations and 

Hirshfeld charges. These properties are discussed in the next sections.  
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9.3.1. Effect of Fe-doping on bond lengths 

Figure 45 illustrates the bond lengths after Fe-doping on Mn1 and Mn2 to compare 

and determine which doping position creates the most stable and most compact 

nanocluster. 
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Figure 45: Depiction of the Fe-doped n3-01 nanocluster showing bond lengths 

doped at (a) Mn1 and (b) Mn2 
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From figure 45 (a), it is observed that the bond length between the two terminal 

exterior oxygen atoms has remained constant at 7.856 Å before and after Fe-doping 

on the Mn1 site. This shows that Fe-doping does not decrease the bond lengths, 

hence it does not enhance the structural compactness of the nanocluster as 

envisaged on Mn1.  

Fe-doping on the centrally located Mn2 position having a higher coordination has 

marginally succeeded in decreasing the bond length from 7.856 Å before doping to 

7.827 Å after Fe-doping. This continued trend shows the preference of doping on the 

higher coordinated manganese atom that is centrally positioned on the n3-01 

nanocluster surrounded by oxygen atoms.  

Mulliken atomic bond populations  

The Mulliken population data presented in this section focuses on the charge 

distribution amongst the specific bonds in the Fe-doped n3-01 nanocluster. These 

charge distributions show the bonds that have accumulated the most electronic 

charge. This aids in selecting atomic sites for doping or adsorption in future studies.  

The Mulliken overlap population analysis is an important tool proven to capably 

investigate the covalent and ionic nature of the formed bonds between respective 

atoms. A high value of the bond population indicates a covalent bond, whereas a low 

value represents an ionic bond. A zero value indicates a perfectly ionic bond and the 

values greater than zero indicate an increasing level of covalency [233]. 
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Table 21: Bond lengths of the atomic interactions present in the Fe-doped n3-01 

nanocluster 

 

Mn1  Mn2 

Bond Population Length  Bond Population Length 

O 6 -- Mn 2     0.24 1.5613  O 5 -- Mn 1     0.24 1.5635 

O 5 -- Fe 1     0.63 1.5693  O 6 -- Mn 2     0.24 1.5643 

O 4 -- Mn 2     0.10 1.7300  O 2 -- Mn 2     0.14 1.7096 

O 2 -- Mn 2     0.10 1.7322  O 3 -- Mn 1     0.14 1.7100 

O 3 -- Fe 1     0.37 1.7432  O 1 -- Mn 1     0.13 1.7135 

O 1 -- Fe 1     0.37 1.7446  O 4 -- Mn 2     0.14 1.7156 

O 3 -- Mn 1     0.12 1.7478  O 4 -- Fe 1     0.32 1.7861 

O 1 -- Mn 1     0.12 1.7483  O 1 -- Fe 1     0.31 1.7931 

O 2 -- Mn 1     0.10 1.7716  O 3 -- Fe 1     0.31 1.7949 

O 4 -- Mn 1     0.10 1.7754  O 2 -- Fe 1     0.30 1.8026 

Mn 1 - Fe 1    -0.04 2.3341  Mn 1 - Fe 1    -0.07 2.3699 

Mn 1 - Mn 2     0.00 2.3913  Mn 2 - Fe 1     -0.08 2.3916 

O 2 -- O 4      0.05 2.5617  O 2 -- O 4      0.02 2.5629 

O 1 -- O 3      0.02 2.5972  O 1 -- O 3      0.02 2.5734 

    O 3 -- O 5       0.03 2.9670 

    O 1 -- O 5       0.03 2.9799 

    O 2 -- O 6       0.03 2.9819 

    O 4 -- O 6       0.03        2.9955 

 

Table 21 reports on the atomic populations of all the bonds that make-up the Fe-

doped n3-01 nanocluster. It is observed that the highest atomic population of 0.63 is 

recorded for the exterior Fe1-O5 bond. This bond length has increased marginally 



215 
 

from 1.56 Å to 1.57 Å as compared to the similar bonding in figure 29 before doping. 

This further shows the inability of iron to reduce the size of this n3-01 nanocluster 

after doping.  

The Mn-Fe bond has a negative bond population showing the strong ionic nature of 

that bond. The shortest bond length is measured on both the terminal Mn-O bonds, 

with a bond length of 1.56 Å. This indicates the strong attractive force that exist 

between these oppositely charged atoms. Inversely, the longest bond of 2.99 Å is 

recorded between the like-charged oxygen atoms which have a strong repulsive force 

between them. 

9.3.2. Effect of Co-doping on bond lengths 

This section focuses on the substitutional doping performed on Mn1 and Mn2, with 

cobalt replacing the manganese atoms that originally occupied those atomic sites on 

the undoped optimised n3-01 nanocluster. 

Figure 46 depicts the bond lengths in the n3-01 nanocluster that is substitutionally 

doped by cobalt at Mn1 and Mn2, respectively. Furthermore, the indicated bond 

lengths correspond to the bond populations reported on in table 22. 

From figure 46, it is observed that the bond distance between the two terminal oxygen 

atoms has increased from 7.856 Å before doping to 7.884 Å after Co-doping on Mn1. 

The doping on Mn2 shows a decreased bond distance between the two-terminal 

oxygen of 7.860 Å which is a shorter bond than that of doping on Mn1. 
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Figure 46: Depiction of the Co-doped n3-01 nanocluster with labelled bond lengths 

at (a) Mn1 and (b) Mn2  
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However, this bond length is still longer than that of the undoped n3-01 nanocluster. 

Similar to Fe-doping, this shows that cobalt doping also does not achieve the desired 

effect of decreasing the size of the nanocluster as a whole. Therefore, it can be 

inferred that cobalt does not improve the structural stability and compactness of the 

nanocluster since smaller compact structures are associated with increased stability 

for metallic oxide nanostructures [22, 267]. 

Mulliken atomic bond populations  

The data presented in table 21 gives the bond lengths and Mulliken atomic 

populations of all the admissible bonds in the co-doped n3-01 nanocluster doped on 

the two sites: Mn1 and Mn2, respectively. The respective bonds are displayed side 

by side to enable a more direct comparison. 

Table 22: Bond lengths of the atomic interactions present in the Co-doped n3-

01 nanocluster 

Mn1  Mn2 

Bond Population Length  Bond Population Length 

O 6 - Mn 2     0.25 1.5575 O 5 - Mn 1     0.24 1.5632 

O 5 - Co 1     0.57 1.5853 O 6 - Mn 2     0.24 1.5632 

O 3 - Mn 1     0.13 1.7210 O 1 - Mn 1     0.17 1.6623 

O 1 - Mn 1     0.14 1.7210 O 4 - Mn 2     0.17 1.6628 

O 4 - Mn 2     0.10 1.7365 O 3 - Mn 1     0.17 1.6629 

O 2 - Mn 2     0.10 1.7370 O 2 - Mn 2     0.17 1.6632 

O 2 - Mn 1     0.11 1.7649 O 4 - Co 1     0.26 1.8643 

O 4 - Mn 1     0.11 1.7664 O 3 - Co 1     0.26 1.8653 

O 3 - Co 1     0.31 1.7760 O 1 - Co 1     0.26 1.8661 
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O 1 - Co 1     0.31 1.7779 O 2 - Co 1     0.27 1.8667 

Mn 1 - Co 1    -0.04 2.3407 Mn 2 - Co 1    -0.09 2.3695 

Mn 1 - Mn 2     -0.00 2.4004 Mn 1 - Co 1     -0.09 2.3699 

O 2 - O 4      0.04 2.5503 O 1 - O 3      0.02 2.6014 

O 1 - O 3      0.02 2.5986 O 2 - O 4      0.02 2.6023 

O 2 - O 3       0.01 2.9671 O 1 - O 4       -0.01 2.6722 

O 1 - O 2       0.01 2.9720 O 2 - O 3       -0.01 2.6764 

O 3 - O 4       0.01 2.9726 O 4 - O 6       0.04 2.9030 

O 1 - O 4       0.04        2.9783 O 3 - O 5       0.04        2.9051 

   O 1 - O 5 0.04 2.9070 

   O 2 - O 6 0.04 2.9095 

 

From table 22, it is observed that the shortest bond length of 1.557 Å is measured for 

the O6-Mn2 bond. This indirectly corresponds to the highest atomic population of 0.25 

in comparison to all other manganese-oxygen bonds in when doping was performed 

on Mn1 or Mn2. Interestingly, this shows that a decrease in the bond length leads to 

an increase in the bond population.  

The oxygen-oxygen bonds are the longest, indicative of the strong repulsion existing 

between the negatively charged electron rich atoms. The manganese-oxygen bonds 

are the shortest showing the strong attractive force between the atoms, also proof of 

the stability of that bond. The oxygen-cobalt bond with a population of 0.57 indicates 

a stable, covalent bond between those two atoms, however the lower populations on 

most of these bonds indicates the less desired ionic bonding nature. 
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9.3.3. Effect of Ni-doping on bond lengths 

In this section, we focus on Ni-doping of the n3-01 nanocluster at the Mn1 and Mn2 

sites as was done previously for Fe- and Co-doping. The results from this section are 

compared with those from the previous sections focusing on Fe-doping and Co-

doping towards reaching a conclusion on which dopant is preferable for the MnO2 

nanoclusters.  

Figure 47 depicts the bond lengths in the n3-01 nanocluster after substitutional 

doping by Ni at Mn1 and Mn2, respectively. Furthermore, the indicated bond lengths 

correspond to the bond populations reported on in table 23. 
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Mulliken atomic bond populations  

Table 23 represents the Mulliken atomic populations of all the atomic bonds below 

the 3.0 Å threshold. These bond populations and bond lengths are together analysed 

with emphasis on the bonding patterns as observed in figure 47. Recall that, a high 

value of the bond populations indicates the presence of a covalent bond, whereas a 

low value represents an ionic bond. A zero value indicates a perfectly ionic bond and 

the values greater than zero indicate increasing levels of covalency [233]. 

Figure 47: Depiction of the Ni-doped n3-01 nanocluster at (a) Mn1 and (b) Mn2 

with labelled bond lengths 
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Table 23: Bond lengths of the atomic interactions present in the Ni-doped n3-01 

nanocluster 

Mn1  Mn2 

Bond Population Length  Bond Population Length 

O 6 - Mn 2     0.26 1.5543 O 6 - Mn 2      0.23       1.5646 

O 5 -- Ni 1     0.52 1.6172 O 5 - Mn 1 0.24       1.5694 

O 1 - Mn 1     0.15 1.6964 O 3 - Mn 1      0.24      1.5773 

O 3 - Mn 1     0.15 1.6973 O 2 - Mn 2      0.18       1.6567 

O 4 - Mn 2     0.10 1.7377 O 1 - Mn 1      0.16       1.6734 

O 2 - Mn 2     0.10 1.7405 O 4 - Mn 2      0.16       1.6736 

O 2 - Mn 1     0.12 1.7615 O 1 -- Ni 1      0.31       1.7796 

O 4 - Mn 1     0.12 1.7620 O 4 -- Ni 1      0.31       1.8355 

O 3 -- Ni 1     0.27 1.8238 O 2 -- Ni 1      0.24       1.9138 

O 1 -- Ni 1     0.26 1.8279 Mn 2 - Ni 1     -0.09       2.3585 

Mn 1 - Ni 1    -0.05 2.3711 Mn 1 - Ni 1     -0.01       2.3833 

Mn 1- Mn 2     -0.01 2.4037 O 2 -- O 4       0.02       2.6289 

O 2 -- O 4      0.03 2.5451 O 3 -- O 5       0.05 2.7421 

O 1 -- O 3      0.02 2.6013 O 1 -- O 5 0.02       2.7913 

O 3 -- O 4       0.01 2.9378 O 1 -- O 3       0.02       2.8131 

O 1 -- O 2       0.01 2.9393 O 2 -- O 6       0.04       2.8842 

O 2 -- O 3       0.01 2.9395 O 4 -- O 6       0.04       2.9175 

O 1 -- O 4       0.01        2.9397    
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From table 23, it is observed that the highest bond population of 0.52 is recorded for 

the Ni1-O5 bond with a bond length of 1.617 Å. This high value in the atomic 

population indicates the strong covalency occurring between these atoms as reported 

previously [233]. 

9.4. Electronic atomic orbital contributions 

In this section, we report on the orbital contributions from the individual electronic 

orbitals of each atomic specie that constitutes the doped n3-01 nanocluster by Fe, 

Co and Ni. 

9.4.1. Electronic atomic orbital contributions of the Fe-doped n3-01 nanocluster 

The results discussed in this section emanate from the contributions to the Mulliken 

populations due to each electronic orbital. The partial charges attributed to each 

atomic specie are displayed in table 24. This is done in order to analyse the atomic 

contributions to the charge density differences as the charges are re-distributed and 

hybridised during bond formations and doping.  

Table 24: Comparisons of the electronic contributions to the total atomic populations 

of the Fe-doped n3-01 nanocluster on site Mn1 and Mn2. 

 Mn1  Mn2  

Specie s p D Total  Specie s p D Total 

O1 1.94 4.71 0.00 6.65  O1 1.94 4.74 0.00 6.68 

O2 1.97 4.81 0.00 6.79  O2 1.94 4.74 0.00 6.68 

O3 1.94 4.71 0.00 6.65  O3 1.94 4.74 0.00 6.68 



223 
 

O4 1.97 4.81 0.00 6.79  O4 1.94 4.74 0.00 6.68 

O5 1.94 4.49 0.00 6.43  O5 1.98 4.57 0.00 6.55 

O6 1.98 4.56 0.00 6.55  O6 1.94 4.57 0.00 6.55 

Mn1 2.00 6.00 5.48 13.48  Mn1 2.00 6.00 5.49 13.49 

Mn2 2.00 6.00 5.57 13.57  Mn2 2.00 6.00 5.49 13.49 

Fe1 0.39 0.23 6.48 7.10  Fe2 0.26 0.44 6.52 7.22 

  

From table 24, it is observed that the highest charge contribution per orbital emanates 

from the Fe atom. This is because Fe has the higher number of electrons in its outer 

most shell; the 3d orbital as compared to Mn. Manganese has 5 electrons in its outer 

most shell 3d and iron has 6 electrons in its valence shell, also the 3d orbital. Hence 

Fe has the highest value in the d orbital when compared with oxygen and 

manganese.  

It has been reported that 3d orbitals are higher in energy than the preceding orbitals 

[270]. However, Mn is more stable than Fe because it has a higher electronic 

contribution from the preceding orbitals as proven by the totals of the contributions 

being higher for both manganese atoms in the Fe-doped n3-01 nanocluster.  

Table 25 reports the partial charges on the individual atoms as measured in terms of 

the Hirshfeld and Mulliken charges. 
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Table 25: Charge density differences of the Fe-doped n3-01 nanocluster substituted at 

the two atomic positions at Mn1 and Mn2 with their Hirshfeld and Mulliken charges  

 

 

From the data in table 25, the summation of both the Mulliken charges and Hirshfeld 

charges all add up to –0,01 e representing the minimal negative charge of the 

nanocluster in its entirety which is indicative of the electrical conductivity of the n3-01 

nanocluster. This summation is carried out as follows; 

∑ 𝐻 =  (−0.17 − 0.19 − 0.17 − 0.19 − 0.16 − 0.18) + (0.34 + 0.41 + 0.30)   =   0 𝑖   

         =  − 1.06 +  1.05 =  − 0,01 𝑒  

∑ 𝑀 =  (−0.65 − 0.79 − 0.65 − 0.79 − 0.43 − 0.55) + (1.52 + 1.43 + 0.90)   =   0 𝑖   

         =  − 3.86 +  3.85 =  − 0,01 𝑒  

Doping 

site 

Mn1  Mn2 

Specie Mulliken Hirshfeld  Mulliken Hirshfeld 

O1 -0.65 -0.17 -0.68 -0.17 

O2 -0.79 -0.19 -0.68 -0.17 

O3 -0.65 -0.17 -0.68 -0.17 

O4 -0.79 -0.19 -0.68 -0.17 

O5 -0.43 -0.16 -0.55 -0.19 

O6 -0.55 -0.18 -0.55 -0.19 

Mn1 1.52 0.34 1.51 0.37 

Mn2 1.43 0.41 1.51 0.37 

Fe1 0.90 0.30 0.78 0.30 
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Similar discussions are carried out in the following sections focusing on the 

substitutional doping by Co and Ni cobalt and nickel on Mn1 and Mn2. 

9.4.2. Electronic atomic orbital contributions of the Co-doped n3-01 

nanocluster 

Table 26 reports on the electronic charge contributions of each atomic orbital due to 

each atomic specie in the Co-doped n3-01 nanocluster. The atoms are labelled 

numerically to distinguish them which helps to specify Mulliken atomic populations. 

Table 26: Electronic contributions to the total atomic populations of the Co-doped n3-

01 nanocluster on Mn1 and Mn2.  

 Mn1  Mn2 

Specie S p D Total  S P d Total 

O1 1.94 4.71 0.00 6.65 1.94 4.72 0.00 6.66 

O2 1.97 4.81 0.00 6.78 1.94 4.72 0.00 6.66 

O3 1.94 4.71 0.00 6.65 1.94 4.72 0.00 6.66 

O4 1.97 4.81 0.00 6.78 1.94 4.72 0.00 6.65 

O5 1.95 4.51 0.00 6.46 1.98 4.56 0.00 6.54 

O6 1.98 4.55 0.00 6.53 1.98 4.56 0.00 6.54 

Mn1 2.00 6.00 5.45 13.45 2.00 6.00 5.44 13.43 

Mn2 2.00 6.00 5.58 13.58 2.00 6.00 5.44 13.43 

Co1 0.40 0.25 7.46 8.11 0.41 0.43 7.60 8.43 

 

From table 26, similar observations can be deduced to those observed in table 24 for 

Fe-doping. The Co dopant atom contributes fewer in the s and p orbitals but is the 

highest in the d orbital. The manganese atoms are more stable than the other atoms 
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because they have the highest total contributions. The cobalt dopant on the Mn2 site 

with the higher coordination has a higher total of 8.43 than the cobalt dopant on the 

Mn1 site with 8.11. This shows the preference of substitutional doping to be 

performed on atoms with a higher coordination that are also centrally positioned in 

the nanoclusters. The O5 atom has the lowest contribution of 6.46 to the electronic 

charge of the nanocluster for the doping performed on the Mn1 site. 

Table 27 reports on the partial charges that have accumulated on the individual 

atoms in the Co-doped n3-01 nanocluster. The measurements are given in terms of 

the Hirshfeld and Mulliken charges.  

Table 27: Charge density differences of the Co-doped n3-01 nanocluster substituted 

at the two atomic positions at Mn1 and Mn2 with their Hirshfeld and Mulliken charges 

 

Doping 

site 

Mn1  Mn2 

Specie Mulliken Hirshfeld  Mulliken Hirshfeld 

O1 -0.65 -0.17 -0.66 -0.16 

O2 -0.78 -0.19 -0.66 -0.16 

O3 -0.65 -0.17 -0.66 -0.16 

O4 -0.78 -0.19 -0.65 -0.16 

O5 -0.46 -0.16 -0.54 -0.19 

O6 -0.53 -0.18 -0.54 -0.19 

Mn1 1.55 0.36 1.57 0.40 

Mn2 1.42 0.42 1.57 0.40 

Co1 0.89 0.26 0.57 0.19 
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The two manganese atoms have equal charges when the cobalt atomic substitution 

was performed on the Mn2 atomic site. This further illustrates the highly symmetric 

nature of the nanocluster, especially when doping is done on the central manganese 

site with the greater coordination. There are greater variations in the atomic charges 

when doping was done on Mn1 showing the lesser stability of this doped nanocluster. 

9.4.3. Electronic atomic orbital contributions of the Ni-doped n3-01 nanocluster 

This section reports on the individual orbital contributions from each atom in the n3-

01 nanocluster doped with Ni. These contributions are compared when nickel is 

doped on the two metallic sites occupied by the manganese atoms at Mn1 and Mn2.  

The data given in table 28 represents the electronic atomic orbital contributions 

derived from each electronic contribution of the different orbitals.  

Table 28: Comparisons of the electronic contributions to the total atomic populations 

of the Ni-doped n3-01 nanocluster on the Mn1 and Mn2 sites.  

 

 Mn1  Mn2 

Specie s p D Total  s p d Total 

O1 1.94 4.72 0.00 6.66 1.93 4.76 0.00 6.69 

O2 1.97 4.80 0.00 6.77 1.94 4.73 0.00 6.67 

O3 1.94 4.72 0.00 6.66 1.97 4.57 0.00 6.54 

O4 1.97 4.80 0.00 6.77 1.94 4.73 0.00 6.67 

O5 1.95 4.56 0.00 6.50 1.98 4.54 0.00 6.52 

O6 1.98 4.54 0.00 6.52 1.98 4.55 0.00 6.53 

Mn1 2.00 6.00 5.43 13.43 2.00 6.00 5.42 13.41 
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Mn2 2.00 6.00 5.58 13.58 2.00 6.00 5.45 13.44 

Ni1 0.43 0.27 8.41 9.10 0.48 0.47 8.58 9.52 

 

From table 28, it is observed that the highest orbital contribution emanates from the 

two manganese atoms in the n3-01 nanocluster. It is also observed that the central 

manganese atom denoted by Mn2 has the higher orbital contribution in comparison 

between the two cations. This goes a long way in explaining why the pure undoped 

nanocluster consisting only of manganese and oxygen atoms is more stable than all 

the other doped complexes. Comparing the two nickel dopants at Mn1 and Mn2, 

shows that the central atomic site with the greater coordination has the higher orbital 

contribution of 9.52 as compared with 9.10 for Mn1. This further shows the preference 

for the substitutional doping to be performed at the central Mn2 site. 

Table 29 reports on the partial charges that have accumulated on the individual 

atoms in the Ni-doped n3-01 nanocluster. The measurements are given in terms of 

the Hirshfeld and Mulliken charges. 

Table 29: Charge density differences of the Ni-doped n3-01 nanocluster substituted at 

the two atomic positions at Mn1 and Mn2 with their Hirshfeld and Mulliken charges 

 Mn1  Mn2 

Specie Mulliken Hirshfeld Mulliken Hirshfeld 

O1 -0.66 -0.18 -0.69 -0.19 

O2 -0.77 -0.18 -0.67 -0.17 

O3 -0.66 -0.18 -0.54 -0.18 

O4 -0.77 -0.18 -0.67 -0.16 
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From table 29, it is observed again that the summation of the total Hirshfeld is a 

negative value. This negativity in the total charge alludes to the nanocluster’s ability 

to conduct electrical charges adding on to the positive results from charge density 

differences of the Ni-doped nanoclusters. 

It is observed from the measurements in this chapter that the shortest bond length 

between the exterior terminal oxygen atoms is measured for the Ni-doped n3-01 

nanocluster on the central atomic position denoted by Mn2 at 7.073 Å as shown in 

figure 48. This is the position with the highest level of coordination because the cation 

at this position is tetrahedrally bonded to 4 oxygen atoms whereas the other two 

cation sites are only bonded to 3 neighbouring oxygen atoms.  

From figure 48, it is observed that shortest bond between the two exterior terminal 

oxygen atoms on the right left side and the right side is recorded when nickel was 

doped on the central atomic site with highest coordination denoted by Mn2. This 

shows that nickel is the preferred dopant and that this central metallic site is the best 

position to perform the doping process. 

O5 -0.50 -0.19 -0.52 -0.18 

O6 -0.52 -0.18 -0.53 -0.18 

Mn1 1.57 0.38 1.59 0.42 

Mn2 1.42 0.43 1.56 0.40 

Ni1 0.90 0.26 0.48 0.22 
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Figure 48: End to end bond length of the exterior terminal oxygen atoms from the 

doped n3-01 nanocluster 

 

The Ni-doped n3-01 nanocluster shows a deviation from its linear atomic 

configuration towards a more compact circular configuration. This is proven by the 

angle between the exterior terminal oxygen atoms decreasing from 180⁰ to 147⁰ as 

shown in figure 45. This behaviour is similar to those predicted for isostructural ZrO2, 

SiO2 and TiO2 nanoclusters [22, 113]. The most stable structures were found to adopt 

compact ring configurations, suggesting that the nanoclusters preferred shorter 

average bond distances and a higher average coordination of the constituent atoms. 

The centrally doped n3-01 nanocluster with cobalt shows that the yellow density cloud 

surrounding the cobalt atom has the biggest separation from the blue density of its 

neighbouring oxygen atoms bonded to it. This clear boundary indicates that cobalt 
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has bonded ionically to the oxygen atoms as compared to the figure showing the 

doping with nickel on the same atomic position.  

A covalent bond is observed between the central nickel atom with its neighbouring 

oxygen atoms because of the overlap between the blue enriched density regions of 

the oxygen atoms and the yellow depleted electron density regions of the nickel atom. 

The manganese-oxygen bonds also show a considerable magnitude of covalency 

owing to the stability of the doped manganese dioxide nanoclusters. Figure 49 

illustrates the atomic populations measured for all the dopant elements on their 

substituted positions on either the Mn1 or Mn2 atomic positions on the n3-01 

nanocluster. 

 

Figure 49: Mulliken bond populations of the dopants compared per doping site 
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Figure 49 shows that highest bond population was recorded when nickel is 

substituted on the central atomic site that was originally occupied by manganese with 

the highest coordination (number of bonds). Recall, that high population readings 

correlate with stability since a high value of the bond population indicates a covalent 

bond, whereas a low value represents an ionic bond [233]. It is thus further proven 

that nickel is the preferred dopant followed by cobalt and that the central cation site 

is the preferred site to perform the substitutional doping. 

From this chapter, it was shown definitively that this manganese dioxide nanocluster 

prefers doping on the centrally located cation atoms with a higher coordination. This 

has been shown to contribute positively to the stability of structures in the earlier 

chapter of this study and in previous literature [21]. Hence the analysis in this chapter 

proves this assertion beyond certainty. Nickel has also been shown to be the 

preferable dopant element due to its positive contribution to the stability and 

compactness of the doped nanocluster. This is proven by the shorter bond lengths 

and evolution from a linear oriented structure to a more circular structure.  

It is important to note that the higher atomic populations correspond with the shorter 

bonding lengths. For the centrally doped cobalt nanocluster, the shortest bond length 

of 1.563 Å corresponds to the highest atomic population of 0.24 between the O5-Mn1 

bonds. All the Co-O bonds are relatively equal at 1.86 Å corresponding to a population 

of 0.26. The longest bond length of 2.91 Å is recorded for smallest population quantity 

of 0.04 indicative of the strong repulsive interaction between the negatively charged 

oxygen atoms.  

The manganese-cobalt bond is also longer at 2.34 Å with a negative population of – 

0.09. It is worthwhile to mention that the bonding cut-off length was set at 3 Å. This 
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was set at this cut-off because any atomic and electronic interactions beyond this 

point become inconsequential and irrelevant towards the broader scheme of the 

charge densities of the whole nanocluster. The metallic atoms such as cobalt and 

manganese have positive charges.  

Manganese has the higher Hirshfeld charge at 0.40 |e| and cobalt has 0.19 |e|. The 

oxygen atoms have negative Hirshfeld charges of – 0.16 |e| indicative of their ability 

to accept electrons during bonding. The centrally nickel-doped n3-01 nanocluster is 

the most de-arranged. The manganese to nickel bond lengths in table 28 are 2.36 Å 

and 2.38 Å respectively which are the shortest when compared to any other doped 

nanocluster. Similar trends in the Hirshfeld and Mulliken charges are observed with 

the nickel doped nanoclusters as was seen with Fe and Co doping.  

The oxygen-to-oxygen bonds are the longest while having the least atomic 

populations. The metallic ions are positively charged and the oxygen atoms are 

negatively charged which shows that the metallic atoms are contributing their 

electronic charge density to the oxygen atoms during bonding as shown by the yellow 

and blue charge densities. Both cobalt and nickel show positive attributes which 

explains why some previous studies have opted to use both of them in their doping 

investigations [53, 68].  

From the analysis and discussions carried out in this chapter, doping offers a unique 

insight towards improving the stability and performance of manganese dioxide 

nanoclusters. Different types of bonding natures were observed which shows the 

qualities and disadvantages of the dopants used in this study. The Ni-doped 

nanoclusters are shown to be more stable due to their covalent bonding, shorter 

bonding lengths and lower binding energies, hence nickel is concluded to be the 
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better dopant material for the MnO2 nanoclusters as was shown previously [64, 65, 

66, 126].  

9.5. Voltage profiles of the n3-01 nanocluster  

In this section, we present the calculated voltage profiles of the undoped n3-01 

nanocluster and the doped nanocluster. Fe, Co and Ni are studied further as the 

dopants of interest in this study. Analysis of voltage profiles are vital for the fabrication 

of new materials used as positive electrodes in rechargeable batteries. A high 

potential has been shown to increase the energy density of a material. However, a 

too high potential leads to electrolyte breakdown and too low potential leads to 

moisture sensitivity.  

An understanding of the thermodynamic potential is of significant importance in 

creating the next generation of cathode materials in rechargeable batteries [273]. 2.7 

V per cell and 3.9 V per cell have been reported as the predefined limits for charge 

and discharge when establishing these terminal cell voltages [274]. Hence these 

values are used as a reference for determining the effectiveness of these 

nanoclusters. Positive values of the calculated potentials indicate the stability and 

suitability of the electrode material for use in rechargeable batteries [275].  

𝑉 = − 
𝐸𝑀𝑛𝑂2  − 𝐸𝑀𝑛𝑁𝑖𝑂4

𝑛 𝑒
       (9.1) 

where 𝐸𝑀𝑛𝑂2
 is the binding energy of the bulk β-MnO2, 𝐸𝑀𝑛𝑁𝑖𝑂4

 represents the doped 

n3-01 nanocluster. 𝑛 represents the number of specie of the elements comprising 

the structure and 𝑒 is the electric charge of an electron in electron-volts [276]. 

Substituting the binding energy values from table 6 in chapter 4 into equation 9.1 
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gives the results given in table 30. Also given in table 30, are the voltage profiles of 

the Fe-doped, Co-doped and Ni-doped bulk structures. Furthermore, the voltage 

profiles of the undoped n3-01 nanocluster are included, along with the Fe, Co and 

Ni-doped n3-01 nanocluster on the central Mn2 atomic site.  

Table 30: Binding energies of all the structures 
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Ni centre 

 

 

EB = -5.231 

Ni corner 

 

 

EB = -5.211 

 

 

EB = - 1.3181 

 

 

 

 

EB = - 4.516 

 

 

EB = -1.417  

 

 

 

 

EB = - 4.674 

 

Table 30 gives the binding energy values that were initially reported in chapter 4 and 

chapter 8. These values are substituted into equation 9.1 to calculate the voltage 

profiles in order to further compare and highlight the electrical conductivity of the 

indicated structures.  

𝑉 = −
𝐸𝛽−𝑀𝑛𝑂2−𝑛𝐸𝑀𝑛−𝑛𝐸𝑂  

𝑛 𝑒
  

   =  − 
(− 5.082 𝑒𝑉 − 2(− 0.0737 𝑒𝑉) − 4 (0.0512 𝑒𝑉)

(2) (1 𝑒𝑉)
    = 2.570 V 

Equation 9.1 can also be re-arranged to calculate the voltage profiles of the 

nanoclusters. The results are given in table 31. 

From table 31 focusing on the voltage profiles of the bulk structures, it is observed 

that the undoped bulk structure has the highest potential voltage in comparison to all 

the doped bulk structures. These results go against known trends where previous 

DFT-based calculations have shown that Co-based materials had a higher potential 

in comparison with Mn-based and Fe-based materials [273, 277]. 
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Table 31: Voltage profiles of the undoped, the Fe-doped, Co-doped and Ni-doped β-

Mn2O4 bulk structures. 

 

Structure 

Voltage Profile 

(V) 

Bulk β-Mn2O4 2.570 

Bulk β-MnFeO4 1.388 

Bulk β-MnCoO4 1.333 

Bulk β-MnNiO4 1.308 

 

Furthermore, none of the doped bulk structures have shown an improvement in the 

voltage. This is further proof of the inherent defects that limit the optimal use of the 

β-MnO2 bulk structure as cathode materials for rechargeable batteries [16, 17]. 

Figure 50 is a plot of the voltage profile values given in table 31 comparing the 

undoped bulk β-MnO2 with the bulk structure doped with Fe, Co and Ni. It must be 

noted that none of the voltage profile values depicted in figure 50 fall within the 

minimum and maximum operating limits set for charge and discharge in terminal cell 

voltages of 2.7 V and 3.9 V. This shows that these materials will suffer from moisture 

sensitivity and cause electrolyte breakdown if they are used in rechargeable batteries 

in their current condition. 
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Figure 50: Plot depicting the voltage profiles of the undoped β-MnO2, the Fe-doped, 

Co-doped and Ni-doped bulk β-Mn2O4 bulk structures. 

A higher potential is required in cathode materials because it increases the energy 

density of the material [278]. Hence, the voltage profiles of the nanostructured 

materials are calculated and given in table 32. 

Table 32: Voltage profiles of the undoped, the Fe-doped, Co-doped and Ni-

doped n3-01 nanoclusters. 
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n3-01-Fe1 2.837 

n3-01-Co1 2.991 

n3-01-Co2 2.997 

n3-01-Ni1 2.986 

n3-01-Ni2 3.038 

 

A plot of the voltage profiles given in table 32 is illustrated in figure 51. The plot 

compares the voltages of the n3-01 nanocluster doped at the Mn1 and Mn2 atomic 

positions with the Fe, Co and Ni dopants. 

 

Figure 51: Plot depicting the voltage profiles of the undoped n3-01, the Fe-doped, Co-

doped and the Ni-doped nanoclusters at the Mn1 and Mn2 atomic positions. 
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Due to the novelty of this work, experimental voltage profiles are not known hence a 

comparison can only be made amongst the nanoclusters in order to determine which 

dopant produces the electrical conducting material.  

The undoped n3-01 nanocluster has the lowest voltage profile of 1.96 V which is also 

below the minimum limit of set operating terminal voltages. Hence the undoped 

nanocluster does not conduct electricity to the required standards in rechargeable 

batteries. Propitiously, all the doped nanoclusters have voltage profiles that fall within 

the minimum and maximum cut-off limits of 2.7 V and 3.9 V. These results are very 

positive as indicate that cathode materials composed of the structures will be safe 

from moisture sensitivity and will not result in electrolyte breakdown in the 

rechargeable battery [279]. 

Furthermore, the Ni-doped n3-01 nanocluster on the Mn2 cation site has the highest 

voltage potential of 3.038 V, higher than all the other structures measured in this 

study but still stable enough to resist electrolyte breakdown. The Fe-doped n3-01 

nanocluster on Mn1 has the lowest voltage potential when compared with the other 

doped n3-01 nanoclusters. Hence nickel further shows that it is the most preferable 

dopant for manganese dioxide systems.  

The Ni-doped MnO2 electrode materials will have the highest energy density and the 

highest stability due to the high covalency as observed with the charge density 

differences. These results have shown the qualities of Ni-doping unreservedly.  
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9.6. Charge density differences of the dual doped n3-01 

nanocluster 

 

This subsection focuses on the electronic charge density differences of the dual 

doped n3-01 nanocluster. This is a continuation of the discussions about the 

electronic properties of the dual doped n3-01 nanocluster carried out in section 8.3. 

In particular, we will now investigate and compare the electronic charge density 

profiles of the dual doped n3-01 nanoclusters.  

Firstly, the consideration is on the dual doping when Co is substituted on Mn1 and Ni 

is substituted on Mn2 simultaneously. Secondly, the discussions will focus on the Ni 

substitution of the Mn1 atomic position and when Co is substituted on the Mn2 atomic 

position. The analysis focuses solely on deciphering the bonding schemes formed by 

the dopant elements with their existing neighbouring atoms as viewed on the charge 

density differences as a way to determine whether ionic or covalent bonding 

dominates the newly formed atomic configurations.  

Recall, from chapter 8 that Ni and Co were shown to be the most the most promising 

dopants hence their continued selection for dual doping. Moreover, Fe was shown to 

not improve the structural stability and electrical conductivity of the n3-01 nanocluster 

hence its exclusion from these calculations. Figure 52 displays the step-by-step 

process of the simultaneous dual doping with both the dopant impurities (Ni and Co) 

and analysing their charge density difference profiles.  
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Figure 52: Charge density differences of the simultaneous dual doping of the n3-01 

nanocluster with Ni and Co. (a) The n3-01 nanocluster doped with Ni on the Mn2 atomic 

position and Co on the Mn1 atomic position. (b) The n3-01 nanocluster doped with Co 

on the Mn2 atomic position and Ni on the Mn1 atomic position  

 

 

 

 

 

 

Dual doping 

 

 

 

 

Charge density differences 

 

 

 

 

Mn1 Mn2 

(a) (b) 



243 
 

In order to fully visualise the electronic charge density difference profiles, an iso-

surface value of (+/–) 0.05 eV was implemented. Note that the individual atomic 

densities functionality was implemented in order to compute the charge density 

difference with respect to the individual atoms instead of the symmetric fragments of 

the nanocluster structure. The (+/–) displays two iso-surface regions (as was done 

for figure 41). The blue iso-surface at +0.05 eV represents the gain of electronic 

charge and the yellow iso-surface at –0.05 eV represents charge depletion. A higher 

transparency was used in order to show the position of the atoms responsible for 

creating the displayed charge densities. 

A close up (zoomed-in) view of the bonding around the dopant elements is provided 

in figure 53 to aid the accurate analysis towards a determination about which dopant 

element best improves the stability of the bonds in the n3-01 nanocluster. 

 

    (a)          (b) 

  

 

 

 

 

 

 
Figure 53: Close-up images of the interaction of the dopant impurities focusing 

on the type of bonds formed between oxygen with either Ni or Co  
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From figure 53 (a), it is observed that there is a visible detachment between the yellow 

charge density region around the nickel atom and the blue charge density region 

around the oxygen atoms (circled in red). This is indicative of the localisation of 

charges around individual atoms which signifies ionic bonding [229]. However, from 

figure 53 (b), there is an overlap between the yellow charge density region around 

the cobalt atom and the blue charge density region around the neighbouring oxygen 

atoms. In particular, this overlap of the charge density regions is indicative of the 

covalency, which in turn shows the stability of this bond.  

Furthermore, it is observed that the charge density cloud surrounding the cobalt atom 

in (b) is substantially larger than the charge density cloud surrounding the nickel atom 

in (a), this shows that the cobalt atom contributes more to the stability and conductivity 

of this doped nanocluster than the nickel atom. These results reinforce the 

observations from table 19 in chapter 8 which showed that the dual doped n3-01 

nanocluster with Co on the Mn2 atomic position and Ni on the Mn1 atomic position 

had the better binding energy and shorter band-gap energy. It can thus be concluded 

that dual doping favours Co doping on the higher coordinated atomic position.  
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Chapter 10 

SUMMARY and CONCLUSIONS  

 

This chapter gives the summary and conclusion of the study. The chapter is arranged 

as follows: firstly, a recap on the aim and objectives followed by the background on 

β-MnO2 systems, then a brief outline on the literature and method (as discussed in 

chapter 1 to 3). Secondly, the summary and conclusion are given per chapter 

(chapter 4 to 9). Finally, recommendations for further research are provided based 

on the key outcomes of this study.  

The main aim of the study was to investigate the structural, thermodynamic and 

electronic properties of the β-MnO2 bulk structure. Additionally, the study investigated 

the evolution of the nanoclusters from n=2-20. Moreover, the study determined the 

effect of doping (with Fe, Co and Ni dopants) on the stability and conductivity of the 

β-MnO2 nanoclusters. This is important to evaluate the potential use of this materials 

for future battery development. β-MnO2 has been used successfully as cathode 

materials in lithium-ion rechargeable batteries. These systems are mostly used to 

power everyday items like cell phones, laptops, and other basic home appliances. 

Furthermore, these rechargeable batteries are capable of powering electricity 

vehicles and industrial electricity back-up generation units.    

The study has used a combination of interatomic potentials (IP) and density functional 

theory (DFT) approaches to mimic the potential use of β-MnO2 systems. More 

importantly, how IP and DFT can be applied to understand the properties of β-MnO2 

nanoclusters. 
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It was shown that a combination of the Buckingham potential and the 12-6 Lennard-

Jones potential was able to predict the β-MnO2 structural properties in good 

agreement to previous studies. These Interatomic Potentials were employed within 

the KLMC software code utilising an evolutionary algorithm (genetic algorithm) to 

generate a stable set of local minima nanoclusters. The GGA-PBE functional using 

the PBE regime was used within the DFT framework to optimise the generated 

nanoclusters to their stable ground state configurations.  

In the following sections, a summary of the results per chapters is given. 

• Chapter 4 

The geometry optimisation results were calculated using the planewave 

pseudopotential CASTEP code. This was achieved by allowing the lattice parameters 

and cell volumes to relax using the BFGS minimisation method. The minimisation 

was attained by employing the cut-off energy of 500 eV and an optimal k-point set of 

2x2x4 befitting the tetragonal crystal structure of pyrolusite (β-MnO2) as discussed in 

chapter 4. 

The calculated lattice parameters compared favourably with available experimental 

data. Moreover, optimisation with DFT was  the preferred method for minimising the 

bulk structure for the purpose of this study. The lattice parameters were in good 

comparison with literature. An XRD pattern of the simulated β-MnO2 bulk structure 

was generated using the Reflex code. The patterns exhibited a strong agreement 

with earlier experimental results, demonstrating the presence of the stable rutile 

phase of manganese dioxide. [241].  
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The effect of temperature fluctuations was also investigated and it was shown that 

the β-MnO2 bulk structure was more stable and more compact at lower temperatures. 

Furthermore, there was a decrease in the band-gap energy which showed that the 

β-MnO2 bulk structure was a better electrical conductor at lower temperatures. 

Additionally, the lattice parameters and bond lengths were shown to increase at 

higher temperatures. 

A decrease in the conductivity of the β-MnO2 bulk structure was observed as the 

temperature was increased. This became apparent at higher temperatures, when the 

density of states curves were greater at the Fermi level and the band-gap energies 

grew larger. At 600 K and 800 K, phase transitions were observed due to spikes in 

the energy graphs, alluding to a possible MnO2 decomposition near the melting 

region of pyrolusite at 808 K.  

The effect of doping the β-MnO2 bulk structure using the metal impurities Fe, Co and 

Ni was investigated. The doping showed a preference on the central manganese 

atom with the higher coordination as compared to the manganese atom at the edge 

of the bulk structure. The atomistic substitutional method of doping was shown to 

produce the most stable and compact bulk structure in comparison to the virtual 

crystal approximation method.  

Furthermore, nickel was found to be the most preferrable dopant for β-MnO2. Cobalt 

also showed some desirable properties, particularly on improving the electrical 

conductivity as observed by the shorter band-gap energy. This electrical conduction 

is important because it affects the speed of the charge-discharge cycle of the battery 

using MnO2 as a cathode material. Fe doping was not favourable in improving the 

stability and conductivity of the β-MnO2 bulk structure.  
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• Chapter 5 

Chapter 5 reported on the generation and stabilities of the β-MnO2 nanoclusters using 

the evolutionary algorithm sequence in the KLMC code. A subset of plausible stable 

nanoclusters known as local minimas were created using the same interatomic 

potentials used for the bulk β -MnO2 structure. However, because the nanoclusters 

adhered to a cubic symmetry during DFT calculations, a different k-point separation 

of 0.20 Å was established. 

The binding energy decreased from n=2 to n=20 atoms illustrating improved stability. 

The stability and complexity of the nanoclusters showed an increase directly 

proportional with nanocluster size which also correlates positively with previous 

literature [104]. The band-gap energy increases as the stability of the nanocluster 

systems declined. These phenomena demonstrates that the smaller band-gap 

energies are oriented towards the more intact and stable nanoclusters. In particular, 

this illustrates that conductivity of the nanocluster increases with stability.  The stable 

n3-01 nanocluster is thus a good semi-conductor due to the band-gap energy below 

the 2-eV limit. 

• Chapter 6 

Chapter 6 investigated the effect of increasing temperatures on the stability of the β-

MnO2 nanoclusters. High temperatures caused a loss of stability, as seen by the 

atoms' growing bond lengths. Furthermore, some transitions to other phases of MnO2 

were observed as shown by significant spikes occurring near the reported melting 

point of pyrolusite. Future research will examine the stabilities and polymorphs of 

these phase transitions in greater depth. 
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The band-gap energy was calculated, and it was revealed to be the lowest near the 

pyrolusite melting point. In particular, this indicates that the conductivity was highest 

at the melting region were pyrolusite was decomposing from solid form to a liquid 

state. Moreover, transitions to other phases of manganese dioxide described in 

earlier experiments at comparable temperatures are also linked to this transformation 

[11, 18].  

The Fermi energy results also supported these assertions because the plots were 

continuous at the Fermi level showing a flow of electrons between the valence band 

and the conduction band. The bond angle and the bond distance between the two 

exterior dangling oxygen atoms of the n3-01 nanocluster was shown to decrease 

from 180⁰ to 147.9⁰ and from 7.856 Å to 7.439 Å respectively, as the temperatures 

were methodically increased from 100 K to 1500 K.  

These findings show that when temperature rose, the nanoclusters contracted in size. 

This is a very desirable result since it demonstrates that even at high temperatures, 

the nanoclusters can maintain their structural integrity and compactness better and 

more steadily than the bulk β-MnO2 structure. 

• Chapter 7 

X-ray diffraction (XRD) patterns of the three most stable nanoclusters consisting of 3 

manganese atoms and 6 oxygen atoms were generated via IP methodologies then 

optimised and ranked using DFT techniques. The analysis showed that all the three 

stable nanoclusters were symbolised by a cubic diamond like pattern consisting of 

two manganese and two dangling oxygen atoms. This particular configuration was 

shown to be stable in previous studies [12, 115].  
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The high intensity and similar miller indexes of the distinct peaks demonstrated the 

presence of rutile as the most dominant phase in the nanoclusters. The (010) and 

(110) indexed peaks had the highest intensities on the XRD patterns for the doped 

nanoclusters. Further analysis of the generated XRD patterns indicated the sensitivity 

of the nanoclusters to their doped composition and size which was proven by the 

differences in the positioning and height of the intensity peaks.  

The n3-01 nanocluster showed a commendable stability and resilience even when 

temperatures were increased above the melting point. These differences will be 

investigated further in subsequent papers and it is hoped that they will lead to new 

and interesting properties improving those observed with the β-MnO2 bulk structure.  

NB: Note that there are some discrepancies in the XRD patterns which may be due 

to equipment sensitivity because different versions of the software codes were used 

throughout the years to carry out the calculations in this study. 

• Chapter 8 

Chapter 8 focused on the effect of doping on the stability and electronic properties of 

the MnO2 nanoclusters. Nickel was shown to produce the most structurally stable 

doped nanocluster. In particular, doping preferred the central metallic sites which 

were originally occupied by the manganese atom with the highest coordination, 

denoted by Mn2. Furthermore, the Ni-doped n3-01 nanocluster indicated a 

divergence from an elongated linear atomic configuration towards a more compact 

circular configuration. This was shown by the angles between the two terminal 

oxygen atoms decreasing from a linear 180⁰ to 143.46⁰ and a decrease of the bond 

distance from 7.856 Å to 7.073 Å. 
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Cobalt produced a lesser stable doped nanocluster which was however a better 

electrical conductor. Doping with iron at both the selected atomic positions was less 

stable than doping with cobalt and nickel. This shows that iron doping is the least 

stabilizer and less compatible with the MnO2 nanoclusters. It is imperative to declare 

that the undoped nanoclusters are shown to be more stable than their doped 

counterparts. However, ideal 100% pure compounds do not occur naturally since all 

naturally existing materials contain impurities. Hence, the significance of exploring 

the effect of impurities on the stability of the MnO2 nanoclusters [18].  

• Chapter 9 

This chapter focused on the charge density differences of the undoped and doped 

nanoclusters. The electronic charge density difference analysis showed that Ni-

doping on the central cation position with a higher level of coordination produced the 

most stable doped nanocluster. In particular, the Ni-doped nanocluster was smaller 

and more compact than the pure undoped nanoclusters. Evidently, nickel improves 

the structural stability and succeeds in creating a smaller more compact MnO2 

nanocluster accomplishing the study’s objectives [64, 65, 66].  

Interestingly, cobalt has also shown some promise especially when it comes to the 

conductivity of the nanoclusters hence it should not be totally overlooked [126]. 

However, the charge density profile of the cobalt-doped nanocluster indicated that 

the structure had a prominence to ionic bonding which is indicative of some 

deficiencies in the structural stability of the nanocluster when doped with cobalt at 

both the Mn1 and Mn2 atomic positions.  

The electronic charge density difference profiles displayed an ionic type of bonding 

when both iron and cobalt were used as the dopant elements. A covalent type of 
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bonding was observed when nickel was used to dope the n3-01 nanocluster on the 

tetrahedrally bonded Mn2 position. Furthermore, similar charged atoms were shown 

to be strongly repulsive as indicated by the longer bond lengths between the oxygen 

atoms which corresponded lower atomic populations.  

The charge density difference profile of the nickel-doped nanocluster had the shortest 

bond lengths and a prominence of covalent bonding. The bond angle between the 

two terminal oxygen atoms also decreases from a linear 180º to a more compact and 

spherical 143.5º when nickel was doped on the central Mn2 atomic position. Similar 

observations were reported to be positive in other previous literature [64, 66]. These 

results further highlight the qualities of nickel. High Mulliken atomic populations 

readings were observed for both nickel and cobalt bonds with the neighbouring 

oxygen atoms showing the stability of those bonds.  

Thus, it can be stated categorically that nickel is the most suitable dopant for singular 

doping investigations and for future computational modelling endeavours involving 

manganese dioxide nanostructures. Dual doping was also explored and the analysis 

showed that dual doping did not succeed in enhancing the stability and conductivity 

of the n3-01 nanocluster. The dual doped nanoclusters displayed larger band-gap 

energies and higher binding energies. It can thus be concluded that dual doping is 

not successful for the smaller nanoclusters. However, dual doping will be explored 

for larger nanoclusters in future studies as it was shown to be successful in previous 

literature.  
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Recommendations 

➢ Evolutionary algorithms techniques and first principle density functional 

theory methodologies were shown to be successful in fulfilling the objectives 

of this study. Hence, they can be employed to predict, generate and 

investigate the properties of metallic oxide compounds such as pyrolusite. 

Their continued use is encouraged and championed for future studies.  

➢ Doping has been shown to predominantly prefer cation sites that are centrally 

located and have a higher coordination due to the higher number of bonds 

occurring at those sites. 

➢ The major key finding from the doping results is that nickel provided desirable 

qualities for the type of dopant envisaged for manganese dioxide 

nanoclusters. It is hoped that other metallic oxides with similar structural 

properties will show similar positive attributes.  

Cobalt also showed some promise due to its favourable electrical conducting 

properties as it was also shown in previous studies [126]. This quality was observed 

with the Co-doped nanoclusters having the shortest band-gap energies. Hence, it is 

recommended that future investigations should attempt the simultaneous dual doping 

of the larger β-MnO2 nanostructures with both nickel and cobalt. This is 

recommended in order to take full advantage of the positive attributes shown by both 

nickel and cobalt instead of limiting our options to just one dopant. 

Furthermore, this dual doping must have a greater concentration of nickel than cobalt, 

because nickel was shown to be a better dopant overall. It is hoped that the doped 

complex should create the most stable nanoclusters that can maintain their structural 
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integrity and stability at different temperatures. Moreover, these dual doped 

nanoclusters should have a high level of electrical conductivity.  

Future studies will explore the doping on larger nanoclusters which should enable the 

simultaneous doping on different cation sites of preferable coordination levels. 

Moreover, the effect of increasing nanocluster size will be investigated in greater 

detail, specifically on the electronic properties i.e., band-gap energy, stability and 

voltage profiles.  
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Figure 54: Original Bulk structure of β-MnO2  

Figure 55: β-MnO2 bulk structure after optimisation to the ground state 
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Appendix B1-12: Mn13O26 

 

 

 

 

Appendix B1-13: Mn14O28 

 

 

 

 



306 
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Appendix B1-18: Mn19O38 
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Screen capture image showing the duration of a calculation that was ongoing at the 

time, of a Genetic Algorithm sequential calculation performed by KLMC to generate 

the most sable nanoclusters of the largest size in this study; n19 and n20. The time 

already taken during this calculation was already at 1200 hours and still ongoing 

which is equivalent to 50 days and counting. 
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