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Abstract

The rising amount of fraud in claims has been of great concern to the insur-
ance companies. In this research work, we developed two machine learning
models namely, Extreme Gradient Boosting (XGBoost) and Random For-
est for the purpose of insurance fraud detection based on auto insurance
claims data. The models detect fraudulent claims and classify them into
fraudulent or non-fraudulent. Different data pre-processing techniques are
used to clean, explore, and extract relevant features. The effectiveness of
the algorithms are observed using performance evaluation metrics: preci-
sion, recall and f1 score and confusion matrix. We also introduced the
Synthetic Minority Oversampling (SMOTE) and Random Oversampling
(ROS) data augmentation techniques to handle the imbalanced data and
compare the results of the models before and after the data is balanced.
The comparative results of classification algorithms conclude that the XG-
Boost model is effective in fraud detection than the Random Forest model
on imbalanced data. In addition to this, the Random Forest model was
effective in predicting fraudulent claims when the data augmentation tech-
niques were applied.
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Chapter 1

Introduction

1.1 Problem Statement

Over the past few years, insurance fraud has been steadily increasing. Although leg-
islation and insurance companies have launched anti-fraud activities, insurance fraud
is still a serious problem and shows no sign of slowing down [1]. Frauds in insurance
claims have resulted in huge losses to insurance companies in terms of reduced rev-
enue, insufficient reserves, increased insurance costs such as loss costs, and difficulty
in pricing [1].

Traditionally, businesses relied on rules alone to block fraudulent activities which re-
quired a case by case study to detect fraud. This approach slows down the system and
it imposes a heavy maintenance burden on fraud analysts. As fraud develops, more
and more manual reviews are required [2].

Machine learning models have been used in previously conducted fraud detection stud-
ies in efforts to enhance traditional systems to fight against fraud. The models include,
but are not limited to, Random Forest [3], Logistic regression [4], K-Nearest Neighbor
[5], Naïve Bayes, Decision tree [3], [6] and Support Vector Machines [7]. These studies
show that some models perform well than others due to the kind of data used. Re-
search done from other sources identifies shortfalls that these models are prone to [8];
[5]; [9]. These models are prone to overfitting. Some are not able to handle missing
data. They do not perform well in case of imbalanced class distribution. Some works
well on large datasets and are found to be biased while working with categorical vari-
ables.
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The purpose of this research work is to evaluate two supervised machine learning
algorithms namely, Random Forest and Extreme Gradient Boosting (XGBoost), for
the detection of fraud in auto insurance claims.

1.2 Aim

The aim of this research work is to develop two machine learning-based models using
insurance claims data to detect fraudulent activities.

1.3 Objectives

The objectives of this research work are to:

i. Pre-process the auto insurance claims data.

ii. Perform exploratory data analysis to develop an understanding of the existing
auto insurance claims data.

iii. Train the XGBoost and Random Forest models.

iv. Evaluate the performance of the two machine learning models.

1.4 Research Questions

The research questions set out for this research work to answer are:

i. How to perform data pre-processing to transform the insurance claims data into
a format that can be effectively analysed by machine learning models?

ii. How to perform exploratory data analysis on insurance claims data to gain a
better understanding of the data?

iii. How to develop the XGBoost and Random Forest models for insurance fraud
detection?

iv. What are the performance evaluation metrics we employ to evaluate the perfor-
mance of the two models in detecting insurance fraud?
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1.5 Significance of the Study

The research work has evaluated the performances of two machine learning models in
order to determine the effectiveness of detecting fraudulent activities. It is clear that
no specific technique is applicable across the board. There are factors that affect the
performances of these approaches. Such factors include the type of data as well as the
amount used. Furthermore, the challenges of data imbalances may need to be taken
into account. Classification tasks are affected by the data imbalances. However, this
study has shown the effect of different techniques to address data imbalances and how
they affect the performances of the classification algorithms under consideration.

1.6 Chapter Outline

The dissertation is structured as follows:

• In Chapter 2 we provide the related work that highlights work done by other
authors.

• Chapter 3 discusses the proposed methodology which comprises of data, ex-
ploratory data analysis, data pre-processing, model building, and performance
evaluation of models.

• Chapter 4 presents the results and discussion of the findings.

• Chapter 5 concludes the research work by presenting a summary of the overall
research, stating the limitations of the research and provides future work and
recommendations.
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Chapter 2

Literature Review

2.1 Introduction

This chapter presents a discussion on insurance fraud detection. The first section
discusses the fraud detection using different machine learning algorithms, which is fol-
lowed by a description of how the models work and comparisons between the models.
Following that is the discussion of studies on data augmentation techniques and the
conclusion for the chapter.

2.2 Data and Models

Insurance fraud has attracted much research interest, as it is an entrenched problem
in most countries and requires both proactive responses and preventive measures [10].
Insurance fraud is defined in an Insurance Information Institute article on Insurance
Fraud Background as an act of seeking insurance payments by misleading the insurer
as to the occurrence, cause, or details of an insured event [11]. Different studies apply
fraud detection as it is a breakthrough that may solve fraud problems across insurance
companies.

Itri and Mohamed [12] compared ten machine learning algorithms, amongst them is
the Random Forest model. The models’ performance was compared using two eval-
uation metrics namely, F-Score and K-Score to determine the most suitable model
for prediction in real world. K-Score is the overall of F-Score and break even point.
They introduced the Root Mean Squared Log error (RMSE) indicator to compute the



5

square of the difference between each point’s prediction and its target, then add the
root of those average values. When this value is higher, the model’s performance is
ineffective. The relevance of the results of the two scores mentioned are judged with
the RMSE indicator. According to K-Score, Random Forest has the highest rank-
ing. Unlike F-Score, Random Forest is ranked last. When compared with the RSME
indicator, there is a significant rank correlation between K-Score and RMSE, with
Random Forest having the lowest value.

Li and Yan [13], developed a Random Forest detection model using real world data
of an automobile insurance company. They performed feature selection and obtained
the importance of each input variable to the output variable. The misclassification
of the model was analyzed. The results show that the Random Forest is effective for
large data sets and imbalanced data compared with the traditional model which in-
volves extensive use of auditing, where reports or transactions are manually observed
to identify fraudulent behaviour patterns. This method is time consuming and not
suitable when it comes to big data [14]. Only the Random Forest model was used
for the detection of fraud on automobile insurance claims. In this research work we
develop and compare the Random Forest and XGBoost models.

Roy and George [3] used machine learning models like Random Forest, Decision tree
(DT) and Naïve Bayes (NB) to detect fraud in auto insurance claims. The machine
learning techniques were trained on auto insurance claim data from the United States.
The models were evaluated and compared using the confusion matrix. According to
the findings of the experiment, the Random Forest algorithm performed better in de-
tecting insurance claims fraud than the DT and NB algorithms. The study did not
compare the models based on accuracy, precision, and recall but the confusion matrix
only. In this research work we encompass not only confusion matrix, but also the
precision and recall to evaluate and compare the models’ performance.

Sumalatha and Prabha [4], proposed a predictive analytics platform able to check for
suspicious fraud in Medical insurance claims. Mediclaim Insurance data was used. The
data includes hospital information, patient’s information as well as insurance claims
and past insurance claims data. The study used Logistic regression for modelling.
The data has been collected from medical sectors and insurance companies. Fraud
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was predicted using the multi criteria decision support system. Logistic regression
and multi criteria decision analysis improved the results of the proposed system. The
study focused on medical insurance claims data. In this research work we use auto
insurance claims data.

Faseela and Thangam [15] reviewed the Hidden Markov models and Non Negative Ma-
trix Factorisation approaches to detect health insurance claim fraud. Hidden Markov
Models deal with variables that are hidden and can only be observed from other ob-
servations. Hidden Markov models deal with hidden variables that rely on inference
from other observations rather than direct observation. The Non Negative Matrix
Factorisation decomposes data as a matrix into the product of two non-negative ma-
trices. The Hidden Markov model was implemented by decomposing the dataset into
groups of claimants with same age since the age is important in the medical condi-
tion of a patient. The Non Negative Matrix Factorisation grouped medical treatment
items such as medicines or medical measurements according to the usage of different
patients. The amount of calculations that the system needs when Hidden Markov
model is applied is high when the dataset is large. The findings recommend that a
distributed Non Negative Matrix Factorisation be used for large datasets.

Malini and Pushpa [5] used the K-Nearest Neighbour model and outlier detection to
identify credit card fraud. They carried out a literature review to compare methods
applicable in identifying credit card fraud. K-NN was used because of its interpreta-
tion and low calculation time. The outlier detection worked effectively on online large
datasets. Compared with other detection methods, the K-NN model is more accurate
and consistent in detecting credit card fraud. The methods are efficient in increasing
the fraud detection rate and minimize false alert rates.

Rawte and Anuradha [7], conducted a research in Fraud Detection in Health Insurance.
Two techniques were used for different purposes. Data was grouped using the Evolv-
ing Clustering Method (ECM). The data was categorised using the Support Vector
Machine (SVM). The ECM clustered the mediclaim insurance by looking at the type
of diagnosis. Then the mediclaim data was later categorised to find the claims which
are repeating. The ECM groups new insurance claims by changing the quantity and
position of the group. After training, SVM detects a class of a new insurance claim.
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The system only handles outliers and duplicate claims.

Dhieb and Ghazzai [16] developed a Smart Insurance System. The system is based
on Blockchain and Artificial intelligence. Blockchain and XGBoost and Very Fast De-
cision Tree (VFDT) were used. The experimental work revealed that the proposed
models yield effective results in predicting fraudulent claims and can identify different
types insurance fraud. In addition, the XGBoost model proved that it is effective in
predicting how customers will behave in the future and how much amount they will
claim.

Majhi and Bhatachharya [17] proposed two systems, a hybrid fuzzy clustering tech-
nique and a novel hybrid Automobile Insurance Fraud Detection. The fuzzy clustering
technique as an undersampling method and optimised cluster centroids. For the novel
hybrid automobile fraud detection, undersampling was performed using the fuzzy clus-
tering and removed outliers from the class with a higher distribution (majority class)
than the other class (minority class). Three machine learning models namely, Random
Forest, Logistic Regression and XGBoost were built based on the balanced dataset for
the automobile fraud detection. Sensitivity, accuracy and specificity were used to eval-
uate how the models perform when predicting fraud. The fuzzy clustering technique
along with the XGBoost model performed better than the other methods.

The literature review shows that some of the models used in literature are not able
to detect fraud in real-time [5]. We want models that can detect fraud as it occurs
to eliminate waste of resources in efforts to recover from fraud that could have been
prevented from taking place.

Each of these models has significant drawbacks, including decreasing accuracy and
inefficiency, sometimes predicting non-fraudulent claims as fraudulent claims and vise
versa. Therefore, continuous studying of this field is important in order to fight in-
surance fraud in order to benefit insurance companies and customers. Based on these
disadvantages, this study has also reviewed techniques used to generate enough fraud-
ulent claims to fit to the machine learning models. It is clear from the review that the
issue of data imbalance is serious, especially for the class that we are mostly interested
in and are trying to detect.
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This research work trained two models in order to determine the efficiency in fighting
fraud to ensure that insurance companies do not suffer great loss and loyal customers
are provided with satisfactory services. Insurance companies need strategies that are
in line with the current fraud trends to fight against fraud, hence, this research work
is conducted to further assist in this matter.

Based on the literature reviewed, Random Forest is chosen to be used in this research
work together with XGBoost. Random Forest is chosen among the other models in
literature because it performed better in most cases when detecting fraudulent claims.
The Random Forest chooses features randomly. Random Forest works better because
of the randomisation feature [18]. XGBoost is considered because it has been built
and developed for the purpose of improving both classification and prediction model
performance [19]; [20]; [21]. The two models are briefly explained in the sections that
follow.

2.2.1 XGBoost

XGBoost is a machine learning algorithm that uses the Gradient Boosting frame-
work to implement machine learning algorithms. XGBoost continuously trains mod-
els, training each new model to correct the mistakes made by the previous model.
Models are added in a sequential manner until no further improvements can be made.
It combines many models based on decision trees to generate the final best model. It
is designed to be highly efficient, flexible and portable [22].

We need to understand decision tree and Gradient Boosting algorithms before the
XGBoost. A Decision tree model is a tree-like structure, where each internal node
represents a test on a variable, each branch represents the test result, and each leaf
node (terminal node) contains a class label. A tree can be learned by dividing the
original set into subsets based on a test of variable values. This process repeats itself
for each subset generated. When the value of a subset at a node is the same as the
value of the target variable, or when the split adds no more value to the predictions,
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the process is complete [23].

Gradient Boosting is a well-known algorithm for boosting. Every predictor in gradi-
ent boosting minimizes the loss function of its predecessor. In contrast to Adaboost
(also known as Adaptive Boosting, this is an Ensemble modeling technique used in
machine learning to find the best model), the weights of the training instances are not
changed; rather, Every predictor is trained using the residual errors of the predecessor
as labels. In Gradient Boosting, there is a Gradient Boosted Tree technique where its
base learner is CART (Classification and Regression Trees) [24].

The XGBoost algorithm generates decision trees sequentially. Weights are very impor-
tant in XGBoost. All input variables are assigned with weights. The weights are then
fit into the decision tree that predicts the outcomes. When variables are incorrectly
predicted by the tree, their weight increases, and those variables are then fit into the
second decision tree. These individual models are then combined to form a model that
is accurate and has a strong ability to perform prediction [25].

2.2.2 Random Forest

Random Forest is a supervised classification model that trains many tree-composed
classifiers on a number of sub-datasets of the original dataset [26]. Random Forest is
trained through the bootstrap aggregation (bagging) method which entails selecting
subsets of the training data at random, training a model on the subsets and aggre-
gating the results. Each new data point in a Random Forest goes through the same
procedure as before, but now it visits all of the trees in the ensemble. The trees are
generated using samples that have been randomly selected for both training and fea-
tures. The majority votes is used to aggregate the predictions.

We now explain how each tree is built and how randomness kicks in. Each node of an
individual tree in original forests is connected to a cell that is hyperrectangular [27].
Each tree in a Random Forest model is made up of three parts: the root node, the
decision node, and the terminal node. A root node is the node from which the pop-
ulation begins to divide. The nodes that result from splitting a root node are known
as decision nodes, and the node that cannot be split further is known as a terminal
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node. The tree’s root is X. A node is split into two parts for each step in the con-
struction of a tree. Together, the terminal nodes form an X partition. The algorithm
generates M different trees randomly. An observation from the original dataset, with
or without replacement, is randomly chosen from each tree before construction. In the
tree building, observations with possible repetitions are considered. The split is then
completed at each tree’s cell level by maximizing the CART-criterion over mtry (mtry

is a number of variables sampled at random as candidates at each split) directions
selected randomly in a uniform manner from the p original ones [28].

The process of building individual trees comes to an end when each cell has fewer
points than the nodesize points. In each classification tree, the average of the Yi

(that were among the points) is predicted for any query point x ∈ Xi for which the
corresponding Xi falls into the cell of x. The tree’s growth and final prediction are
solely dependent on a set of data points. A new data point’s class is determined by a
majority vote. The following parameters are critical to this algorithm:

• an ∈ {1, ..., n}: the number of sampled data points each tree accounts for;

• max_features: Maximum number of variables in each individual tree that the
Random Forest can try;

• max_depth: Each tree’s maximum depth;

• min_samples_leaf: the minimum number of samples that determines the split
of an internal node;

• mtry ∈ {1, ..., p}: the number of possible splitting directions at each tree node;

• n_estimator: The number of trees that will be built;

• nodesize ∈ {1, ..., an}: the number of observations that are in each cell below
the cell which is not split.

Figure 2.1 shows a Random Forest model in which decision trees are built. The decision
for the final output is made by committee based on the results of many individual trees.
The Random Forest principle states that each tree is constructed with a randomly
selected subset of variables. The results from each tree are then combined, usually
through voting.
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Figure 2.1: A general structure of a Random Forest Model [29]

2.2.3 Comparison of XGBoost and Random Forest

This section presents the differences between the XGBoost and Random Forest models.

The way in which decision trees are created and aggregated for both the Random Forest
and XGBoost differ for each model. The decision trees in XGBoost are built one after
another. In Random Forest, the decision trees are built at the same time. XGBoost
is faster than Random Forest and it works effectively on imbalanced data [30]. Table
2.1 shows a comparison table between XGBoost and Random Forest models.

2.3 Data Augmentation

The previous studies conducted reviewed the effectiveness of the algorithms on the
data that is currently available, but they do not address the issue of data scarcity.
Insurance claim fraud is usually a small percentage of the total volume of claims. This
makes it difficult for insurance companies to detect fraud cases in the midst of a high
volume of claims to manage, resulting in a highly sparse dataset of fraudulent claims.
A prediction model’s optimality is hampered by a lack of data, which causes it to
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Table 2.1: Differences between XGBoost and Random Forest compar-
ison table [30]

XGBoost Random Forest
XGBoost builds one tree at a time, mak-
ing sure to include all data relevant to
the decision tree and fill in any missing
data. This allows developers to improve
results by combining gradient algorithms
with the decision tree algorithm.

The Random Forest model builds deci-
sion trees independently, so if an algo-
rithm contains five trees, all of them are
built at the same time but with different
features and data. This forces developers
to examine the trees and model them con-
currently.

Because the gradient of the data is taken
into account for each tree, the calculation
is faster and the precision is higher than
with Random Forest. This forces develop-
ers to rely on XGBoost rather than Ran-
dom Forest.

When compared to XGBoost, the calcu-
lation takes time and is inaccurate. As
a result, developers should not rely solely
on Random Forest if other algorithms are
available.

If the data is real-time so the data is im-
balanced, we can use XGBoost where it
performs exceptionally well.

Random Forest does not perform well on
imbalanced data

The number of leaves in the algorithm
is not taken into account by XGBoost.
When the predictability of the model is
poor, the algorithm performs better with
more leaves in the decision tree. This re-
duces bias, and the results are entirely de-
pendent on the data in the algorithm.

Random Forest has many trees with equal
weight leaves, allowing for high accuracy
and precision with the available data.

overfit based on the small volume of data available, causing models to underperform
[31]. Under and over-sampling techniques are the two types of data augmentation
techniques. The data augmentation techniques should be chosen with care because
they significantly impact the quality of data and performance of models. However, the
selection depends on the kind and size of data available.

The undersampling technique discards observations from the majority class (class with
more samples than the other) to get an equal distribution of the majority and minority
classes. This method is straightforward, but important information can be lost for pre-
diction. The oversampling technique, on the other hand, generates more observations
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for the minority class (class with less observations than the other). Representative
oversampling techniques include random oversampling (ROS), and the synthetic mi-
nority oversampling technique (SMOTE) [32].

Oversampling techniques proved to be more more effective than undersampling tech-
niques [33] because they don’t delete any information from the dataset. However, the
learning time is lengthy, and overfitting may occur. To solve class imbalance problems,
this study aims to use two different data augmentation techniques, the SMOTE and
ROS to generate synthetic data from actual data and then train machine learning
models on it. Figure 2.2 illustrates the oversampling techniques. We discuss the two
techniques in the following subsections.

Figure 2.2: Illustration of the oversampling techniques [34]

2.3.1 SMOTE

SMOTE increases the size of a class that has fewer samples (minority samples) than
the other class by combining existing samples to create synthetic samples. As a result,
it lessens the problem of overfitting by generating new samples rather than making
copies of existing ones. Also, there is no loss of importance.
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The SMOTE procedure is made up of three tasks that are repeated. First, a sample
of a minority class is chosen at random and denoted as xstart. Second, the k-nearest
neighbors algorithm is used to further select more k minority class samples that are
near xstart. In most cases, k of the nearest neighbors for the minority samples are found
at k=5. Third, by randomly interpolating xstart and the k minority class samples, k
synthetic samples are generated. This process is repeated until an equal distribution of
the minority and majority classes is achieved [35]. Figure 2.3 shows how the SMOTE
technique is used to create synthetic samples.

Sahayasakila and Aishwaryasikhakolli [37] conducted a study in Credit card fraud
detection and proposed a detection system to detect fraudulent transactions based
on the number of cardholder transactions. Credit card transactions are derived using
kaggle datasets. Because of the small sample of fraudulent transactions in the dataset,
the authors proposed the use of SMOTE technique to generate data for the minority
class. The use of the SMOTE technique improved the quality of the generated data
significantly. The models’ performance improved.

Figure 2.3: An illustration of the SMOTE technique used to generate
synthetic samples [36]
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2.3.2 ROS

Random oversampling duplicates samples from the class that makes up a smaller pro-
portion of the dataset, which can lead in overfitting in some models. Random selection
and replacement of observations from the training dataset is used. In other words, ob-
servations from the class with few samples can be chosen again because the original
training dataset can be used as a starting point for selecting observations, adding
them to the new training dataset, and then returning or replacing them. The class is
defined with a sampling_strategy argument which is set to ’minority’ to have equal
distribution with the majority class [38].

Najadat and Altiti [39] presented a system to detect fraud by applying machine learn-
ing and deep learning models on the IEEE-CIS Fraud Detection dataset to address the
problem of credit card fraud. The results of machine learning models after applying
random oversampling show that the random oversampling technique had no effect on
the dataset.

2.4 Conclusion

In this chapter, we presented and discussed previous studies on fraud detection. Dif-
ferent machine learning models have been used to detect fraudulent claims based on
insurance claims data. We then proposed two models, the XGBoost and Random
Forest for our research work and discussed how the models work and compared them.
These two models differ as XGBoost builds one tree at a time. On the other hand, the
Random Forest model builds decision trees at the same time but with different features
and data. We further discussed the SMOTE and ROS data augmentation techniques
which are used to generate more data when there is data imbalance. The SMOTE
technique is different from ROS because it does not repeat the minority examples as
it generates more data in the minority class. However, the ROS technique generates
more data for the minority class by repeating the minority examples.
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Chapter 3

Research Methodology

This chapter provides the proposed methodology. In more details, it provides infor-
mation about the data used in this research work, the techniques used to perform ex-
ploratory data analysis in order to understand the data first and try to gather as many
insights from it. It also provides information about techniques used to pre-process the
data to prepare it before the modelling phase. Finally, this chapter provides details
about the machine learning classification models used, and the types of data perfor-
mance evaluation metrics which are used to determine the performance of the models
in detecting auto insurance claim fraud.

In this research work, we follow a quantitative research methodology to detect fraudu-
lent insurance claims. Quantitative research is a type of methodology where numerical
data and data that can be converted to numbers is processed and analysed [40]. This
type of research approach can help us compute averages, find patterns, make predic-
tions and test causal relationships [41].

3.1 Data

This research work uses an existing auto insurance claims data from the Kaggle web-
site. Kaggle is a data science platform that enables users to discover and share datasets,
and develop data-driven models. The dataset includes 1000 individual claims for an
auto insurance company in the United States from 1990 to 2015 [42]. The dataset is
in excel format. The reported fraud is a target variable whose values are predicted
by other variables. This target variable is labelled ’N’ if the claim is reported as
non-fraudulent and ’Y’ if the claim is reported as fraudulent. There are 40 different
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attributes that are associated with every claim in the data.

Information about the incident includes the insured individual, the policy of the in-
sured individual, the incident’s details, and the features of the vehicle that was in the
incident. The insurance claims dataset includes attributes that have both numerical
and categorical values. Some variables include the insured’s age, the insurable amount,
and the premiums paid, the insured’s job, how many vehicles were in the incident and
the model of the vehicle that the claim was filed for.

Table 3.1: The insurance dataset elements

Dataset Elements Quantity
Number of Rows 1000

Number of Columns 40
Number of Observations 40000

Missing Values 1888

3.2 Exploratory Data Analysis

Exploratory data analysis is used to discover meaningful information from data and to
gain a better understanding of dataset variables and their relationships. Data analysis
entails interpretation and an attempt to comprehend real-world data. This is accom-
plished by organizing the data in a way that improves understanding and also allows
for a better presentation of the findings.

To begin with the exploratory data analysis, we created a dataframe to load the insur-
ance claims data in Python Jupyter Notebook. The dataset was cleaned and analysed.
We first examined the overall percentage of all claims reported as fraudulent, from the
examination we found that the fraud rate is 24.7%. This indicates that the insurer
has a significant problem with claims that are fraudulent as from this dataset nearly
a quarter of the claims are confirmed fraudulent. The percentages of fraudulent and
non-fraudulent claims, as well as the frequency with which they occur, are depicted in
Figure 3.1.
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In the next step we created some simple data visualizations to gain more insight. In
Figure 3.2, we created graphs for some of the variables based on averages for insur-
ance claims confirmed as fraudulent or non-fraudulent. From the figure we can see that
fraudulent claims are not significantly different from non-fraudulent claims. However,
there is a noticeable difference on the average claim amount for fraudulent claims for
both vehicle and injury claims, it is higher. It is much expected for the number of
fraudulent claims to be higher because people want to profit from them.

Furthermore, the umbrella limit is significantly higher for fraudulent claims on aver-
age. An umbrella limit provides an additional excess liability coverage beyond existing
limits. The umbrella policy is of great worth when the claim exceeds a normal limit.
It is worth the investment for people who have significant assets worth a lot of money.
Only 20% of insured customers have umbrella limit in the insurance claims dataset.
For everyone else, the umbrella limit is 0. The number of months a customer has been
covered by insurance before filing a claim is not significantly different. Therefore, it
cannot be concluded that customers commit more fraud during the early months of
their insurance policy.



19

Figure 3.1: Distribution of frauds based on the target variable
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(a) Average total claim amount by Fraud Reported. (b) Average policy deductable by Fraud Reported

(c) Average annual premium by Fraud Reported (d) Average umbrella limit by Fraud Reported

(e) Average injury claim by Fraud Reported (f) Average vehicle by Fraud Reported

(g) Average months as customer by Fraud Reported (h) Average number of witnesses by Fraud Reported

Figure 3.2: Averages for certain claims by Fraud Reported
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Figure 3.3 is not focused on the insured’s characteristics but more on the incidents.
The figure displays the total number of fraudulent claims over the total number of all
claims for each type of incident. It has been observed that single-vehicle and multi-
vehicle collisions have a fraud rate that is triple the fraud rate of parked car and vehicle
theft incidents. It is possible to conclude that these incidents must be carefully con-
sidered in for modeling. Even more impressive is the graph that depicts the fraud rate
for various incident severity levels. Major damage claims are greater than five times
as common as all other severities. Because this set of claims has a large proportion of
all claims, it is critical to remember.

It has been observed from the analysis that, on fraud rate, females tend to make
fraudulent claims than males. This could have resulted from the size of data we have
and the fact that the data only covers a small portion of fraud from one specific
area. Studies concluded, though, that when it comes to insurance fraud, gender and
dishonesty are linked, and males are more likely than females to be dishonest [43]–
[45]. The role of gender in insurance fraud tolerance was first investigated by [46],
[47], to determine the customers’ attitudes toward filing exaggerated auto insurance
claims. Females, according to the author, are less tolerant of claim fraud. The author’s
findings have also been supported by experimental economic research, in which [48]
and [49] discovered that it is not often that females commit insurance fraud.
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(a) Confirmed fraud by collision type (b) Confirmed fraud by policy report available

(c) Confirmed fraud by incident type (d) Confirmed fraud by incident severity

(e) Confirmed fraud by authorities contacted (f) Confirmed fraud by insured sex

Figure 3.3: Confirmed reported fraud by different types of incidents
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3.3 Data Pre-processing

Data pre-processing is a fundamental stage of machine learning methods, which has
a significant impact onto how the machine learning methods perform [50]. Data pre-
processing is a technique used for cleaning and organising raw data to make it fit for
training and evaluating machine learning models. Most real-world datasets contain
missing and inconsistent data. Data pre-processing involves various steps that help to
handle missing values, categorical values, biasness, and select meaningful features in
the data and split data [51].

The data used in this research work is not processed for use by statistical methods.
Proper pre-processing of the data is crucial for obtaining a reliable data matrix in
which the actual data analysis can be performed. The pre-processing of the data
greatly simplified data analysis. We discuss the pre-processing steps in the following
sections.

3.3.1 Missing Values

Handling missing values is important as some machine learning algorithms do not
recognise missing values. Missing values can reduce the performance of models and
can produce biased estimates. We replace missing values as the dataset contains only
1000 observations, which is a very small number, and also to avoid deleting variables
or rows with important information.

Variables with 100% missing values are removed as they do not serve any purpose in
modelling. Other missing values are from categorical variables and the most frequent
category method is used for some variables to replace the missing values. For variables
having ’Yes’ and ’No’ responses we replaced the missing values with ’No’ response by
assuming that there were no responses. At the beginning of the study, we proposed to
replace the missing values by predicting them using the XGBoost and Random Forest
models, however this would be time consuming and not necessary as our dataset is
small and the missing values are not many from the variables. The methods used
works best on a small dataset and are easy to implement.
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From the 40 variables in our dataset, only four have values that are missing. We
used different methods to handle the values that are missing. The missing values were
represented with a ‘?’ that Python doesn’t recognize, we replaced these with ’NaN’.
The total size of our observations in the dataset is 40000. Out of this total, there are
1881 missing values. We removed one feature with 100% missing values. Collision type
variable had 17.8% missing values. We looked for the category that occurred most in
this variable and replaced the missing values with that category. For property damage
and police report available features with missing values of 36% and 34.3% respectively,
we assumed that it may be the case that there are no responses and took it as No
property damage and No police report available.

3.3.2 Categorical Values

Label encoding is used to convert categorical data into numeric data as most models do
not recognise categorical data. Label encoding creates categories with a value ranging
from 0 to the number of classes minus one (n_classes− 1) where n is the number of
distinct categories. If a category is repeated, it is assigned the same value as before
[52]. For the target variable, the labels for non-fraudulent and fraudulent claims are
converted to ’0’ and ’1’ respectively.

3.3.3 Feature Selection

Often when we get a dataset, we find too many highly correlated and non-relevant
features in the dataset. All of the features we find in the dataset might not be useful
and may negatively impact how the machine learning models perform. Thus it is good
practice only to use a selection of the most valuable features.

To check and select the best relevant features for detecting fraudulent claims, we
use the high correlation method for numerical features and chi-squared method for
categorical variables. The high correlation method looks at the correlation between
numerical variables and if they are highly correlated one of them is discarded as they
have the same impact on the target variable. Correlation analysis depicts relationships
among at least more than one variable. The aim of correlation analysis is to find the
variables that have a significant relationship with the target variable [53]. In this re-
search work, three variables namely, the vehicle claim, property claim and injury claim
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were highly correlated with the total claim amount variable on a threshold of 0.8. The
total claim amount was then dropped and we were left with 16 best numerical features.

The correlation heatmap in Figure 3.4 depicts the relationship between two variables,
one on each axis. We can see if there are any patterns in value for one or both variables
by observing how cell colors change across each axis. A good independent variable sub-
set includes variables that are highly correlated (predictive of) to the target variable
but uncorrelated (not predictive of) to each other [54].

The chi-squared method is used for categorical variables. This checks the importance
of each variable in predicting the target variable. Chi-squared values range from 0
to 1. The closer the chi-squared score is to zero, the less significant the relationship
between the two variables. The greater the chi-squared value, the stronger the rela-
tionship between the two variables [53]. Variables with chi-squared greater than 0.1
were chosen for modeling. The chi-squared method selected five best features from a
total of 17 categorical features. We were then left with 21 variables for fraud prediction.
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Figure 3.4: Correlation heatmap representing the correlation between
different variables. The correlation values can be any value from -1 to 1
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3.3.4 Training/Validation/Testing Split

The data is split into three sets to be able to train, validate and test the models: 70%
training, 15% validation and 15% testing. The main reason for creating these sets is
because we do not want to train the models and then validate and test them on the
same data used for training because the models will definitely perform well because
they would have been fed with the data before. This helps in terms of developing
models that are not prone to overfitting, that is, models that are able to perform well
on new data.

Training data is used to train the models so that they learn as much as they can from
the data. Validation data introduces into the models new data that has not been seen
by the models before. Validation data is the first test against unseen data, allowing
us to evaluate how well the models predict new data. Testing data validates that the
models can make accurate predictions after they are built. The test data is used to do
a final, real-world check of data that has not been used during training and validation
to check if a model performs accurately. Figure 3.5 depicts the process of splitting the
original dataset into training, validation and testing sets. Table 3.2 shows the number
of fraudulent and non-fraudulent claims for each set.

Original Dataset: 1000 Claims

Training Dataset: 70%︷ ︸︸ ︷
Train XGBoost and
Random Forest on

Training Set

Validation Dataset: 15%︷ ︸︸ ︷
Evaluate Models
on Validation Set

Testing Dataset: 15%︷ ︸︸ ︷
Final Performance

Evaluation of Models on
Testing Set

Figure 3.5: Splitting Dataset into Training, Validation and Testing
Sets

3.3.5 Data Augmentation

The performance of most machine learning models depends on the quantity and di-
versity of the data. The data we are working on has more non-fraudulent claims than
fraudulent claims (247 fraudulent claims and 753 non-fraudulent claims) as shown in
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Table 3.2: Number of fraudulent and non-fraudulent claims for each
set

Original Sets

Claims Sets
Training Validation Testing

Fraudulent 167 39 41
Non-fraudulent 533 111 109

Figure 3.1. This means that observations in the data have more non-fraudulent claims
than fraudulent claims. For the models that is developed, this means that there is a
chance for bias towards the fraudulent class. This could cause the models to overpre-
dict a high number of non-fraudulent claims.

We need to ensure that our models not only have good accuracy and good quality, but
are fair. To address this issue, we want to ensure that the data contains a large number
of examples of both fraudulent and non-fraudulent claims. We achieve this by per-
forming data augmentation which artificially increases the data used to train a model.
Data augmentation is done by applying domain-specific techniques: Synthetic Minor-
ity Oversampling Technique (SMOTE) and Random Oversampling to observations
from the training data that generates new and representative training observations.
These techniques are only applied to the training dataset so that we train our models
properly on the data. The validation and testing data remain unchanged so that they
correctly represent the original data [55].

The SMOTE increases the number of claims in our dataset. It generates new instances
from the minority class (fraudulent claims) in the training dataset. The implemen-
tation of SMOTE does not change the majority class (non-fraudulent claims). The
Random Oversampling technique increases the number of claims in our dataset through
duplication of the original fraudulent claims. SMOTE is different from Random Over-
sampling in that SMOTE does not only increase the size of the training data, but
also increases the variety because it doesn’t duplicate claims. The techniques result in
50:50 distribution for the fraudulent and non-fraudulent claims. Table 3.3 shows the
distribution of claims when SMOTE and ROS are used.
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Table 3.3: Number of fraudulent and non-fraudulent claims for each
set when SMOTE and ROS techniques are used

SMOTE

Claims Sets
Training Validation Testing

Fraudulent 533 39 41
Non-fraudulent 533 111 109

ROS

Claims Sets
Training Validation Testing

Fraudulent 533 39 41
Non-fraudulent 533 111 109

3.4 Models

This section explains how the XGBoost and Random Forest models are used to predict
whether a claim is fraudulent or non-fraudulent. This is a classification problem as our
input data is assigned into fraudulent and non-fraudulent classes. Classification refers
to a method of identifying the class of a new input data point from the set of classes
based on a labeled training set. Classification problems are classified as supervised
machine learning. Supervised learning is the most commonly used learning technique,
in which a model is trained using labelled data (i.e., data for which the outcome is
known). The models are provided with the input along with the output [56]. In auto
insurance fraud detection, the class labels we are interested in are whether a claim
is fraudulent or not fraudulent. The training set of data is used to develop the two
models. The category of any new insurance claim can be found by using the trained
model. If the claim follows a pattern similar to non-fraudulent behaviour, the claim is
classified as a non-fraudulent claim, otherwise it is classified as a fraudulent claim.

3.4.1 Prediction

Supervised machine learning uses data that has a target variable and input variables
(predictors of the target variable) to train algorithms that learns the data and discover
patterns in the data in order to predict a class of new data points. The process of how
the XGBoost and Random Forest models are trained is presented in details in chapter
2 of Literature Review. Figure 3.6 shows the process of creating a model and how the
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created model is used for prediction. In the following subsections we briefly explain
how the models are used for prediction.

Figure 3.6: Creation of a model and using it for prediction [57]

3.4.2 XGBoost

To develop the XGBoost model in Python we applied the following procedure:

i. Import Pandas library and load the insurance claims data using Pandas to create
a dataframe

ii. Select the features to be used for prediction and the target

iii. Use sklearn to split the dataset into training, validation and testing

iv. Import the XGBoost classifier function (XGBClassifier) from XGBoost ensemble
module.

v. Define the XGBoost model

vi. Fit a XGBoost model using the train set

vii. Predict the labels or target variable using the XGBoost model and the scikit-
learn function model.predict()

viii. Evaluate the model (confusion matrix, precision, recall, F1 score).

The XGBoost model makes predictions by following the process shown below [25]:



31

i. XGBoost algorithm generates decision trees in a sequential manner

ii. All the input variables are assigned with weights. The weights are then fit into
the first decision tree that predicts the outcomes

iii. When data points are incorrectly predicted by the first tree, their weight in-
creases, and those incorrectly predicted data points are then fit into the second
decision tree

iv. The preceding step is repeated until the final decision tree predicts all data points
correctly or a maximum number of decision trees are added

v. The final model makes predictions on new claims by taking the testing input
variables from the insurance claims data and predicts the outcome based on how
many votes each predicted target received

vi. Take the final prediction of the model to be the target with the highest number
of votes.

3.4.3 Random Forest

The following procedure was applied to develop the Random Forest model:

i. Import Pandas library and load the insurance data using Pandas to create a
dataframe

ii. Find out important features and visualize them using Seaborn and Matplotlib

iii. Define the predictors (features) and the target

iv. Split the dataset into training, validation and testing using sklearn

v. Import the Random Forest classifier function (RandomForestClassifier) from
sklearn ensemble module

vi. Define the Random Forest model and state the random state to 1 to produce
same sets every time we run

vii. Fit a Random Forest classifier model using the train set



32

viii. Predict the labels or target variable using the Random Forest classifier model
and the scikit-learn function model.predict()

ix. Evaluate the model (confusion matrix, precision, recall, F1 score).

The Random Forest model makes predictions by following the process shown below:

i. Takes the test features from the insurance claims data and predicts the outcome
based on the rules of each decision tree generated randomly, then stores the
predicted outcome of the target

ii. Determine how many votes each predicted target received

iii. Take the final prediction of the Random Forest algorithm to be the target with
the highest number of votes.

3.5 Performance Evaluation of Models

Evaluation metrics such as confusion matrix, precision, recall and f1 score are used to
evaluate the models. The metrics help us to see if the models are able to correctly de-
tect a claim as fraudulent or non-fraudulent. From the metrics, we are able to conclude
if the models were able to learn as much during training. The results are compared
for each model based on training, validation and testing to observe how the models
perform towards the unseen data.

There are four cases the models could end up with. We map these cases to the
performance evaluation metrics based on their relation. These cases are the summary
of prediction results which help us uncover important details about the performance
of the models. They are easily found in the confusion matrix as displayed in Table 3.4.
In this research work, positive means fraudulent and negative means non-fraudulent.

i. True Positive (TP), when a claim is fraudulent and the models correctly predict
it as fraudulent.

ii. True Negative (TN), when a claim is non-fraudulent and the models correctly
predict it as non-fraudulent.
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Table 3.4: A confusion matrix to show the performance of a classifi-
cation model where actual values for all the sets are known.

Predicted Values
Negative Positive

Actual Values Negative TN FP
Positive FN TP

iii. False Positive(FP), when a claim is non-fraudulent, but the models predict it as
fraudulent.

iv. False Negative (FN), when a claim is fraudulent, but the models predict it as
non-fraudulent.

What we desire is True Positive and True Negative but due to misclassifications that
may be present in machine learning models, we may also end up with more False
Positive and False Negative. So it means there is confusion in detecting whether a
claim is fraudulent or non-fraudulent. The evaluation metrics are defined based on
their relation with the cases discussed above.

Accuracy - the number of claims that are predicted correctly out of all the claims.
Precision - the number of positive claims that are correctly predicted out of the total
predicted positive claims. The question that this metric answer is of all claims that
are predicted as Y (fraudulent), how many actually are fraudulent?
Recall - the number of positive claims correctly predicted to the total claims in the
true positive class. The question that recall answers is: Of all the claims that truly
are Y (fraudulent), how many did we label?
F1 Score - mean from precision and recall, it rates how the machine learning models
perform.
Support - the number of actual occurrences that lies in each class of the target vari-
able.

The metrics are computed as:
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Accuracy =
TP + TN

TP + TN + FP + FN

Precision =
TP

TP + FP

Recall =
TP

TP + FN

F1Score =
2 ∗ (Precision+Recall)

Precision+Recall

3.6 Conclusion

In this chapter, we discussed the insurance claims data. The data was explored and pre-
processed to prepare it for modeling. The data preparation and exploration removed
irrelevant variables and missing values; conducted correlation analysis to understand
the relationship between variables and the target variable; selected important variables
for modeling; and transformed categorical variables to numerical form for the two
models. We also discussed how the two models are used for prediction of fraudulent
claims. Finally, we discussed the model performance evaluation metrics.
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Chapter 4

Results and Discussion

This chapter contains the presentation and discussion of the results of this research
work. The findings contain results before and after data augmentation was performed.

4.1 Model Results

This section presents the experimental results of the XGBoost and Random Forest
models. The accuracy for the models is good but it is not considered to make a
conclusion on how the models perform because it is misleading. The accuracy might
only be predicting the non-fraudulent claims correctly as the classes are not balanced,
whereas we are interested in fraudulent claims. This is then not a correct metric
for our models given the seriousness of the issue. We should be measuring how many
fraudulent claims we can predict correctly to fight the rise of insurance fraud or maybe,
out of the correctly predicted claims, we should check fraudulent claims to check
the reliability of our model. To solve this problem of false idea about the models’
performance based on accuracy, we used the precision and recall, confusion matrix
and Precision-Recall curves.

4.1.1 XGBoost: Before data augmentation

The XGBoost model on the validation set based on fraudulent claims has a precision
of 0.57, that means when it predicts fraudulent claims, it is correct 57% of the time.
The model has a recall of 0.51, meaning it correctly predicts 51% of all fraudulent
claims as shown in Table 4.1. The model on the testing set based on fraudulent claims
has a precision of 0.55, that means it is correct 55% of the time when it predicts
fraudulent claims. The model has a recall of 0.59, meaning it correctly predicts 59%



36

of all fraudulent claims. This is shown in Table 4.1.

Figure 4.1 shows precision vs recall curves and confusion matrices as subfigures on
both the validation and testing sets. The precision vs recall curves is a graph with the
precision on the y axis and the recall on the x axis. From the curves, we can observe
the shapes we would expect; when precision is high, the recall is correspondingly low,
and at very low precision, the recall is high. High precision means that incorrectly
predicting a claim as fraudulent is costly whereas incorrectly predicting the claim as
non-fraudulent is not as costly. On the other hand, high recall means that claims
that are incorrectly predicted as non-fraudulent are more costly than claims that are
incorrectly predicted as fraudulent, that is, predicting a fraudulent claim when it is
not fraudulent is much better than saying a claim is not fraudulent when it actually
is fraudulent.

The confusion matrices of the XGBoost on both the validation and testing sets model
contain a summary of the actual and predicted values including correct and incorrect
predictions. Based on the validation set from the confusion matrix on the bottom left,
the XGBoost model predicted 116 claims correctly. Of this 116, only 20 are fraudulent
claims. The model has 34 incorrectly predicted claims. Of this 34 claims, 19 are
incorrectly predicted as non-fraudulent on the validation set. On the bottom right
confusion matrix we can see that the XGBoost on the testing set correctly predicted
112 claims and from this 112 claims, only 13 are fraudulent. The model has predicted
38 claims incorrectly. Of this 38, 28 are incorrectly predicted as non-fraudulent.

Table 4.1: Evaluation metrics of XGBoost on validation and testing
sets without data augmentation

Validation
Class Precision Recall F1 Score Support
0 0.83 0.86 0.85 111
1 0.57 0.51 0.54 39
Avg/Total 0.70 0.69 0.70 150

Testing
Class Precision Recall F1 Score Support
0 0.85 0.83 0.84 111
1 0.55 0.59 0.57 39
Avg/Total 0.70 0.71 0.70 150
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(a) Precision vs Recall for XGBoost on validation
set (b) Precision vs Recall for XGBoost on testing set

(c) Confusion Matrix of the XGBoost on validation
set before data augmentation

(d) Confusion Matrix of the XGBoost on testing set
before data augmentation

Figure 4.1: PR curves and Confusion Matrices for the XGBoost model
before data augmentation

4.1.2 XGBoost: SMOTE

Here we present the model results when SMOTE is used. The XGBoost model on the
validation set based on fraudulent claims has a precision of 0.55, that means when it
predicts fraudulent claims, it is correct 55% of the time. The model has a recall of
0.59, meaning it correctly predicts 59% of all fraudulent claims as shown in Table 4.2.
The model on the testing set based on fraudulent claims has a precision of 0.56, that
means it is correct 56% of the time when it predicts fraudulent claims. The model
has a recall of 0.44, meaning it correctly predicts 44% of all fraudulent claims. This is
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shown in Table 4.2. When compared with prediction without data augmentation on
fraudulent claims, the prediction on validation set only increased the recall and the
prediction on testing set increased both the the precision and recall.

Figure 4.2 shows precision vs recall curves and confusion matrices as subfigures on
both the validation and testing sets. From the curves we can observe that when pre-
cision is high, the recall is correspondingly low, and at very low precision, the recall
is high. High precision means that incorrectly predicting a claim as fraudulent is
costly whereas incorrectly predicting the claim as non-fraudulent is not as costly. On
the other hand, high recall means that claims that are incorrectly predicted as non-
fraudulent are more costly than claims that are incorrectly predicted as fraudulent,
that is, predicting fraud when it is not fraud is much better than saying no fraud when
there actually is fraud.

The confusion matrices of the XGBoost on both the validation and testing sets model
contain a summary of the actual and predicted values including correct and incorrect
predictions. Based on the validation set from the confusion matrix on the bottom left,
the XGBoost model predicted 115 claims correctly. Of this 115, only 23 are fraudulent
claims. The model has 34 incorrectly predicted claims. Of this 35 claims, 16 are
incorrectly predicted as non-fraudulent on the validation set. On the bottom right
confusion matrix we observe that the XGBoost on the testing set correctly predicted
113 claims and from this 113 claims, only 18 are fraudulent. The model has predicted
37 claims incorrectly. Of this 37, 23 are incorrectly predicted as non-fraudulent.

Table 4.2: Evaluation metrics of XGBoost on validation and testing
sets using SMOTE

Validation
Class Precision Recall F1 Score Support
0 0.85 0.83 0.84 111
1 0.55 0.59 0.57 39
Avg/Total 0.70 0.71 0.70 150

Testing
Class Precision Recall F1 Score Support
0 0.81 0.87 0.84 109
1 0.56 0.44 0.49 41
Avg/Total 0.68 0.66 0.67 150
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(a) Precision vs Recall for XGBoost on validation set
using SMOTE

(b) Precision vs Recall for XGBoost on testing set using
SMOTE

(c) Confusion Matrix of the XGBoost on validation set
using SMOTE

(d) Confusion Matrix of the XGBoost on testing set
using SMOTE

Figure 4.2: PR curves and Confusion Matrices for the XGBoost model
using SMOTE

4.1.3 XGBoost: ROS

Here we present the model results when ROS is used. The XGBoost model on the
validation set based on fraudulent claims has a precision of 0.55, that means when it
predicts fraudulent claims, it is correct 55% of the time. The model has a recall of
0.54, meaning it correctly predicts 54% of all fraudulent claims as shown in Table 4.3.
The model on the testing set based on fraudulent claims has a precision of 0.50, that
means it is correct 50% of the time when it predicts fraudulent claims. The model
has a recall of 0.39, meaning it correctly predicts 39% of all fraudulent claims. This is
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shown in Table 4.3. When compared with prediction without data augmentation on
fraudulent claims, the prediction on the validation set only increased the recall and
the prediction on testing set decreased both the the precision and recall.

Figure 4.3 shows precision vs recall curves and confusion matrices as subfigures on
both validation and testing sets. From the curves we can observe that when precision
is high, the recall is correspondingly low, and at very low precision, the recall is high.
High precision means that incorrectly predicting a claim as fraudulent is costly whereas
incorrectly predicting the claim as non-fraudulent is not as costly. On the other hand,
high recall means that claims that are incorrectly predicted as non-fraudulent are more
costly than claims that are incorrectly predicted as fraudulent, that is, predicting fraud
when it is not fraud is much better than saying no fraud when there actually is fraud.

The confusion matrices of the XGBoost on both the validation and testing sets model
contain a summary of the actual and predicted values including correct and incorrect
predictions. Based on validation set from the confusion matrix on the bottom left, the
XGBoost model predicted 115 claims correctly. Of this 115, only 21 are fraudulent
claims. The model has 35 incorrectly predicted claims. Of this 35 claims, 18 are
incorrectly predicted as non-fraudulent on the validation set. On the bottom right
confusion matrix we observe that the XGBoost on the testing set correctly predicted
109 claims and from this 109 claims, only 16 are fraudulent. The model has predicted
41 claims incorrectly. Of this 41, 25 are incorrectly predicted as non-fraudulent.

Table 4.3: Evaluation metrics of XGBoost on validation and testing
sets using ROS

Validation
Class Precision Recall F1 Score Support
0 0.84 0.85 0.84 111
1 0.55 0.54 0.55 39
Avg/Total 0.70 0.69 0.69 150

Testing
Class Precision Recall F1 Score Support
0 0.79 0.85 0.82 109
1 0.50 0.39 0.44 41
Avg/Total 0.64 0.62 0.63 150
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(a) Precision vs Recall for XGBoost on validation set
using ROS

(b) Precision vs Recall for XGBoost on testing set using
ROS

(c) Confusion Matrix of the XGBoost on validation set
using ROS

(d) Confusion Matrix of the XGBoost on testing set
using ROS

Figure 4.3: PR curves and Confusion Matrices for the XGBoost model
using ROS
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4.2 Random Forest

4.2.1 Random Forest: Before data augmentation

The Random Forest model on the validation set based on fraudulent claims has a pre-
cision of 0.60, that means when it predicts fraudulent claims, it is correct 60% of the
time. The model has a recall of 0.46, meaning it correctly predicts 46% of all fraudu-
lent claims as shown in Table 4.4. The model on the testing set based on fraudulent
claims has a precision of 0.52, that means it is correct 52% of the time when it predicts
fraudulent claims. The model has a recall of 0.34, meaning it correctly predicts 34%
of all fraudulent claims. This is shown in Table 4.4.

Figure 4.4 shows precision vs recall curves and confusion matrices as subfigures on
both the validation and testing sets. From the curves we can observe that when pre-
cision is high, the recall is correspondingly low, and at very low precision, the recall
is high. High precision means that incorrectly predicting a claim as fraudulent is
costly whereas incorrectly predicting the claim as non-fraudulent is not as costly. On
the other hand, high recall means that claims that are incorrectly predicted as non-
fraudulent are more costly than claims that are incorrectly predicted as fraudulent,
that is, predicting fraud when it is not fraud is much better than saying no fraud when
there actually is fraud.

The confusion matrices of the Random Forest on both the validation and testing sets
model contain a summary of the actual and predicted values including correct and
incorrect predictions. Based on the validation set from the confusion matrix on the
bottom left, the Random Forest model predicted 119 claims correctly. Of this 119,
only 20 are fraudulent claims. The model has 31 incorrectly predicted claims. Of this
31 claims, 19 are incorrectly predicted as non-fraudulent on the validation set. On the
bottom right confusion matrix we can see that the Random Forest on the testing set
correctly predicted 113 claims and from this 113 claims, only 13 are fraudulent. The
model has predicted 37 claims incorrectly. Of this 37, 28 are incorrectly predicted as
non-fraudulent.
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(a) Precision vs Recall for Random Forest on validation
set (b) Precision vs Recall for Random Forest on testing set

(c) Confusion Matrix of the Random Forest on valida-
tion set

(d) Confusion Matrix of the Random Forest on testing
set

Figure 4.4: PR curves and Confusion Matrices for the Random Forest
model before data augmentation
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Table 4.4: Evaluation metrics of Random Forest on validation and
testing sets before data augmentation

Validation
Class Precision Recall F1 Score Support
0 0.82 0.89 0.86 111
1 0.60 0.46 0.52 39
Avg/Total 0.71 0.68 0.69 150

Testing
Class Precision Recall F1 Score Support
0 0.78 0.88 0.83 109
1 0.52 0.34 0.41 41
Avg/Total 0.65 0.61 0.62 150

4.2.2 Random Forest: SMOTE

When the SMOTE technique is used, the Random Forest model on the validation set
based on fraudulent claims has a precision of 0.59, that means when it predicts fraud-
ulent claims, it is correct 59% of the time. The model has a recall of 0.62, meaning
it correctly predicts 62% of all fraudulent claims as shown in Table 4.5. The model
on the testing set based on fraudulent claims has a precision of 0.65, that means it is
correct 65% of the time when it predicts fraudulent claims. The model has a recall of
0.59, meaning it correctly predicts 59% of all fraudulent claims. This is shown in Table
4.5. When compared with prediction without data augmentation on fraudulent claims,
the prediction on validation set only increased the recall score and the prediction on
testing set increased both the the precision and recall.

Figure 4.5 shows precision vs recall curves and confusion matrices as subfigures on
both the validation and testing sets. From the curves we can observe that when pre-
cision is high, the recall is correspondingly low, and at very low precision, the recall
is high. High precision means that incorrectly predicting a claim as fraudulent is
costly whereas incorrectly predicting the claim as non-fraudulent is not as costly. On
the other hand, high recall means that claims that are incorrectly predicted as non-
fraudulent are more costly than claims that are incorrectly predicted as fraudulent,
that is, predicting fraud when it is not fraud is much better than saying no fraud when
there actually is fraud.
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The confusion matrices of the Random Forest on both the validation and testing sets
model contain a summary of the actual and predicted values including correct and
incorrect predictions. Based on the validation set from the confusion matrix on the
bottom left, the Random Forest model predicted 117 claims correctly. Of this 117,
only 22 are fraudulent claims. The model has 35 incorrectly predicted claims. Of this
35 claims, 16 are incorrectly predicted as non-fraudulent on the validation set. On the
bottom right confusion matrix we can see that the Random Forest on the testing set
correctly predicted 113 claims and from this 113 claims, only 18 are fraudulent. The
model has predicted 37 claims incorrectly. Of this 37, 23 are incorrectly predicted as
non-fraudulent.

Table 4.5: Evaluation metrics of Random Forest on validation and
testing sets using SMOTE

Validation
Class Precision Recall F1 Score Support
0 0.86 0.85 0.85 111
1 0.59 0.62 0.60 39
Avg/Total 0.72 0.73 0.73 150

Testing
Class Precision Recall F1 Score Support
0 0.85 0.88 0.86 109
1 0.65 0.59 0.62 41
Avg/Total 0.75 0.73 0.74 150

4.2.3 Random Forest: ROS

When the ROS technique is used, the Random Forest model on the validation set
based on fraudulent claims has a precision of 0.56, that means when it predicts fraud-
ulent claims, it is correct 56% of the time. The model has a recall of 0.56, meaning
it correctly predicts 56% of all fraudulent claims as shown in Table 4.6. The model
on the testing set based on fraudulent claims has a precision of 0.65, that means it is
correct 65% of the time when it predicts fraudulent claims. The model has a recall of
0.49, meaning it correctly predicts 49% of all fraudulent claims. This is shown in Table
4.6. When compared with prediction without data augmentation on fraudulent claims,
the prediction on validation set only increased the recall score and the prediction on
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(a) Precision vs Recall for Random Forest on validation
set using SMOTE

(b) Precision vs Recall for Random Forest on testing
set using SMOTE

(c) Confusion Matrix of the Random Forest on valida-
tion set using SMOTE

(d) Confusion Matrix of the Random Forest on testing
set using SMOTE

Figure 4.5: PR curves and Confusion Matrices for the Random Forest
model using SMOTE
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testing set increased both the the precision and recall.

Figure 4.6 shows precision vs recall curves and confusion matrices as subfigures on both
the validation and testing sets. From the curves we can observe that when precision
is high, the recall is correspondingly low, and at very low precision, the recall is high.
High precision means that incorrectly predicting a claim as fraudulent is costly whereas
incorrectly predicting the claim as non-fraudulent is not as costly. On the other hand,
high recall means that claims that are incorrectly predicted as non-fraudulent are more
costly than claims that are incorrectly predicted as fraudulent, that is, predicting fraud
when it is not fraud is much better than saying no fraud when there actually is fraud.
The confusion matrices of the Random Forest on both the validation and testing sets
model contain a summary of the actual and predicted values including correct and
incorrect predictions. Based on the validation set from the confusion matrix on the
bottom left, the Random Forest model predicted 118 claims correctly. Of this 118,
only 23 are fraudulent claims. The model has 32 incorrectly predicted claims. Of this
32 claims, 16 are incorrectly predicted as non-fraudulent on the validation set. On the
bottom right confusion matrix we can see that the Random Forest on the testing set
correctly predicted 114 claims and from this 114 claims, only 18 are fraudulent. The
model has predicted 36 claims incorrectly. Of this 36, 23 are incorrectly predicted as
non-fraudulent.

Table 4.6: Evaluation metrics of Random Forest on validation and
testing sets using ROS

Validation
Class Precision Recall F1 Score Support
0 0.85 0.85 0.85 111
1 0.56 0.56 0.56 39
Avg/Total 0.71 0.71 0.71 150

Testing
Class Precision Recall F1 Score Support
0 0.82 0.90 0.86 109
1 0.65 0.49 0.56 41
Avg/Total 0.73 0.69 0.71 150
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(a) Precision vs Recall for Random Forest on validation
set using ROS

(b) Precision vs Recall for Random Forest on testing
set using ROS

(c) Confusion Matrix of the Random Forest on valida-
tion set using ROS

(d) Confusion Matrix of the Random Forest on testing
set using ROS

Figure 4.6: PR curves and Confusion Matrices for the Random Forest
model using ROS
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4.3 Discussion

The above results clearly show that XGBoost and Random Forest without data aug-
mentation performed better considering their overall avarage f1 score. This demon-
strates the effectiveness of ensemble techniques in achieving higher performance even
when there is a problem with class imbalance. The recall score of Random Forest is
very low without data augmentation. The Random Forest model, when used with
SMOTE, gave good recall, precision and f1 score for both validation and testing sets.
Comparing with the models without data augmentation, the precision and recall score
of Random Forest model improved in the case where SMOTE and ROS were used.
The scores for XGBoost did not improve when SMOTE and ROS were used, however,
when compared to results without data augmentation, the XGBoost performed bet-
ter. From the experimental results we can see that XGBoost is effective on imbalanced
data irregardless of the risk of overfitting.

From the literature reviewed, the Random Forest algorithm was more effective than
the other models. The recall for Random Forest is low on the original set before
data augmentation, this means that most of our fraudulent values are never predicted.
The Random Forest does not offer good results when applied on imbalanced data. Its
ability is weakened on imbalanced data [58]–[60], because each decision tree in Random
Forest has the same weight when the classifiers are combined [59], [61]. Besides the low
recall for Random Forest on imbalanced data we have observed that both the Random
Forest and XGBoost models as demonstrated by the results offer a better performance
even on imbalanced data. We are interested in the fact that the models are better
without data augmentation which is impressive as it would be effective on real-world
data which is often imbalanced. Random Forest outperforms the XGBoost when the
SMOTE and ROS techniques are used.

4.4 Conclusion

In this chapter, we presented and explained the experimental results for both models on
the original dataset and when the SMOTE and ROS techniques were used. The results
are based on validation and testing sets. We evaluated our models using precision,
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recall, f1 score and the confusion matrices. Finally, we discussed what our results
really mean and why we achieved the results we have.



51

Chapter 5

Conclusion

5.1 Introduction

This chapter concludes the study in four sections. The first section contributes to an
overall summary of the study, which is followed by a summary of the findings and
conclusions derived from them. Following that are the limitations of the study which
are followed by recommendations for future research and the conclusion of the overall
research work.

5.2 Summary of the Study

This section summarizes the overall study. Recently, it has become possible to turn any
kind of data into useful, actionable information including insurance claims data, and
a methodology for analyzing such data is being actively researched. In this research
work, we aimed to detect fraudulent insurance claims by developing two machine learn-
ing models based on labelled insurance claims data downloaded from Kaggle.

With the development of machine learning techniques, insurance companies are at-
tempting to detect fraudulent claims by analyzing customer claims data. The proposed
models have relevance for this current trend pattern of fraudulent claims in insurance
companies. The proposed models are developed by fulfilling the following four pro-
cesses: Pre-process the insurance claims data, perform exploratory data analysis, train
the XGBoost and Random Forest algorithms and lastly evaluate the trained models
using new data which is the validation and testing datasets. Among these processes,
some technique has been introduced by this study to solve data imbalance problem
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and this technique is called data augmentation techniques.

Based on the experimental results of fraud detection on claims data, it can be con-
cluded that machine learning models are important to consider when trying to fight
fraud in insurance companies. The results indicate that sizeable and diverse fraudulent
claims are required so that machine learning models can learn as much as they can
about what to look out for in fraudulent claims.

The purpose of the developed models is to predict whether an insurance claim is
fraudulent or not. The findings of this study will contribute to insurance companies
and future research considering that fraud is of great concern. The increase of fraud
activities justifies the need for effective machine learning models to fight against it.

5.3 Summary of Findings

This section summarizes the main findings of the research work. Findings show that
machine learning models are effective in predicting fraudulent claims. However, we
need to gather diverse and large datasets with more examples of fraudulent claims so
the models can learn much about how fraudulent claims look like and the differences
and similarities between fraudulent and non-fraudulent claims. The XGBoost and
Random Forest model performed better, however, each model performed well on a
specific dataset. The XGBoost was effective on the original imbalanced dataset in
terms of the scores used for evaluation. The Random Forest model performed better
than the XGBoost model when the SMOTE technique was used. From the reviewed
literature, many studies have concluded that the Random Forest model is the best
model, however, in our findings we observed that it is effective but it does not offer
better results than the XGBoost with imbalanced data as explained in section 4.3 of
chapter 4.

5.4 Limitations of the Study

In this research work, we are interested in fraudulent claims against non-fraudulent
claims. The size of non-fraudulent claims is much bigger than fraudulent claims. This
type of problem is known as imbalanced class classification. This is a challenge behind
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insurance fraud detection because fraudulent claims are far less common as compared
to non-fraudulent claims. This made it difficult for the models to learn more about
fraudulent claims during training, hence, they are bias towards the fraudulent claims
to the extent that it negatively impacts the models’ performance when applied to new
data. The models normally require a larger sample size and balanced distribution of
classes in order to produce significant analytics findings and results.

5.5 Recommendations for Future Studies

This research work presents machine learning models for insurance fraud and a data
augmentation approach for data imbalance problem. Future researchers that refer to
these findings to conduct further and effective research will be able to build models
that will be able to keep up with fraud trends. Insurance Companies that will utilize
these models will be able to mitigate fraudulent activities. In this research work we
were able to uncover critical information about the kind of data to use in order to
build effective models. A few areas emerged as potential future research areas.

As mentioned in section 5.4 the models are predicting more non-fraudulent claims
than they should because of lack of enough fraudulent claims in the dataset. To solve
this problem, we used SMOTE and ROS techniques to increase the size of fraudulent
claims to be the same as the size of non-fraudulent claims, however, the two techniques
could not be optimized as extensively as it would be desirable because SMOTE does
not consider that nearby examples might belong to different classes when creating
synthetic examples. As a result, there may be more class overlap, which will add
to the noise. The ROS increased the probability of the models overfitting, since it
duplicated the fraudulent claims. Therefore, especially concerning the data, it would
be desirable to gather more diverse claims with many examples of fraudulent claims for
insurance fraud detection. Balanced data poses a very good performance of models.

5.6 Conclusion

This research work presented two supervised machine learning models, the XGBoost
and Random Forest, to predict insurance claims as non-fraudulent or fraudulent. On
our experimental work we covered a number of processes that led to the results we
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obtained. The processes include, exploratory data analysis, data pre-processing which
covers handling of missing values, feature selection and conversion of categorical vari-
ables into numeric variables. We also looked at the prediction results where we trained,
validated and tested the XGBoost and Random Forest models. The dataset of insur-
ance claims was downloaded from the Kaggle website. The experimental work was
performed using Jupyter Notebook in Python. Because of data imbalance observed
from the exploratory data analysis, we increased the data by increasing the fraudulent
claims using data augmentation techniques namely, SMOTE and ROS. Random Forest
model performed better in predicting whether claims are fraudulent or not under both
imbalanced and balanced data but has a poor recall score on imbalanced data. The
XGBoost performed better on imbalanced data but the performance did not improve
with the use of SMOTE and ROS techniques. The scores for the evaluation metrics
increased when the data is increased. These results also shows that models play an
important role in predicting fraudulent claims. In concluding this work, future work
will focus on collecting a large size and diverse data for the models to learn more about
fraudulent patterns and give best accurate results.
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