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ABSTRACT 

 

Cerebrovascular disease is the world's second major cause of mortality and disability, 

and the fourth major cause of mortality and disability in South Africa. Cerebrovascular 

disease occurs due to issues of the brain's blood supply, either the blood supply is cut off 

or a blood artery within the brain bursts. Radiologists have the responsibility to detect 

cerebrovascular disease. We now have technology which can help them to better detect 

this disease. Medical imaging plays an important role in detecting diseases. This study 

presents implementation of a detection system using artificial intelligence model, namely, 

convolutional neural networks to help in detecting cerebrovascular disease from magnetic 

resonance imaging (MRI) scans. Brain images using MRI was obtained from kaggle pub-

lic dataset. Segmentation process was applied in this study to normalise images since 

the images came in different sizes. The effectiveness of the concept was demonstrated 

using a confusion matrix. The accuracy rate was plotted using the Receiver Operating 

Characteristics (ROC) curve. The evaluation results show that the Convolutional Neural 

Network (CNN) model detect cerebrovascular disease successfully with validation accu-

racy rate of 90% and test accuracy rate of 80%. The training procedure could be improved 

by using a larger MRI dataset. 

Keywords: Cerebrovascular disease, magnetic resonance imaging (MRI), Segmentation, 

Convolutional Neural Network (CNN), Artificial Intelligence (AI), Medical imaging  
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CHAPTER 1: INTRODUCTION 

 

1.1 Introduction 

The ability of Artificial Intelligence (AI) to surpass humans on certain medical image pro-

cessing tasks has piqued the research community's considerable interest. Medical imag-

ing techniques and procedures are used to take images of various human body sections 

with the intention of diagnosing and treating patients. Brain is the primary organ of the 

body; therefore, this study focuses on implementing AI model for detection of major brain 

disease namely, cerebrovascular disease. This chapter presents the problem statement, 

in this section the problem is introduced and is followed by motivation where the reasons 

why this study is important to be taken are given. The key major sections that will guide 

the researcher when implementing the cerebrovascular disease detection system are 

also stated, namely, aim, objectives, research questions and methodology. The scientific 

contribution of the study is also given. 

1.2 Problem Statement 

Cerebrovascular disease is the world's second major cause of mortality and disability [1], 

and the fourth major cause of mortality and disability in South Africa [2]. The World Health 

Organization (WHO) says, low and middle-income countries account for 87 percent of 

cerebrovascular disease-related deaths and disability. WHO ranks South Africa as a low-

income country [3]. Cerebrovascular disease is a disorder in which blood flow to the brain 

is restricted or blocked. To get an image of the brain, radiologists frequently utilize mag-

netic resonance imaging (MRI), computed tomography (CT) scans, and x-rays. In order 

to determine whether there are any irregularities that might point to the presence of cer-

ebrovascular disease, the radiologist examines the brain image. However, they may not 

always accurately determine if the disease has matured or not by examining the brain 

image scans with human eye [4]. The interpretation of these images is difficult due to 

human limitations in image analysis, such as the inability to see hidden features in the 

brain, which may lead to false positives and negatives [5]. Mistakes caused by incorrect 
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interpretation of these images may result in further brain injury or, in the worst-case, pa-

tients may lose their lives as a result of the possibility of radiologist prescribing incorrect 

medication.  

Artificial intelligence (AI) may, however, be able to help solve this challenge, as other 

studies have shown that AI can outperform humans on a variety of medical-image analy-

sis tasks such as using the Cuckoo algorithm to analyse images for heart disease detec-

tion, impetigo skin disease detection using support vector machine and Alzheimer’s dis-

ease detection using pixel based method [6], [7], [8]. The existing studies on cerebrovas-

cular disease detection used binary method which uses pixels to decide if the patient has 

the disease or not and they also used morphological operation which uses erosion and 

dilation, However, both methods do not show accuracy rate and confusion matrix which 

may help in interpreting the images, therefore, both methods don’t outperform human 

beings at all since they don’t provide more information about the disease [8] [9]. The 

studies conducted on pneumonia and breast cancer used Convolutional Neural net-

work(CNN) model for detection, the results of pneumonia was 95% and breast cancer 

was 92% accurate [10], [11]. This study proposes to implement Convolutional Neural Net-

work detection model that may produce accurate results when it comes to detecting brain 

abnormalities which may predispose a patient to cerebrovascular disease.  

1.3 Motivation 

Cerebrovascular disease contributes to the global burden of diseases [1]. People die and 

others are suffering due to errors that are sometimes produced by radiologists when in-

terpreting the images of the brain. AI promises to improve and enhance the work of radi-

ologist [7]. Studies such as eczema skin detection and diabetics detection employed the 

CNN model for detection and the results of the studies were above 90% accurate, Ec-

zema with 96.2% and diabetics with 94.8% detection rate [12], [13].  

The existing studies on cerebrovascular disease developed a logistic regression model 

that predict the cerebrovascular disease given basic symptoms like age, sex, hyperten-

sion etc [14]. Another study developed a robotic arm to predict the presence of cerebro-

vascular disease by putting the robotic arm on the patient’s arm to measure high blood 
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pressure level since high level of high blood pressure causes blockage of arteries which 

leads to cerebrovascular disease, however, both methods do not scan the body to check 

damages on the brain leading to possible false positives and false negatives [15].  No 

studies have used CNN model to improve the accuracy of detecting cerebrovascular dis-

ease. CNN has the ability of obtaining significant features in image detection tasks and 

provides medical promising results in image analysis [10].  AI has been dubbed the fourth 

industrial revolution because of its disruptive and global effects in fields such as 

healthcare, public health, and global health [6]. AI-based approaches have the potential 

to enhance individual and population health as well as global health systems [16]. 

1.4 Aim  

The aim of the study is to detect cerebrovascular disease from brain images using Con-

volutional Neural Network (CNN). 

1.5 Objectives 

The objectives of the study are to: 

I. Automate the process of brain cropping from brain images. 

II. Implement CNN to detect any abnormalities from brain images. 

III. Test the CNN model to see if it produces accurate results. 

 

1.6 Research Questions 

The research questions of the study are as follows: 

I. How will brain cropping process from brain images be automated? 

II. How will CNN model be implemented? 

III. How will CNN model be tested to see if it produces accurate results? 
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1.7 Methodology and Analytical Procedures  

Brain images using Magnetic Resonance Imaging (MRI) were obtained from Kaggle pub-

lic dataset. The dataset is divided into two folders, infected and not infected images. The 

dataset was divided into three subfolders, namely, training, validating and testing which 

contained the infected and not infected images. CNN was implemented on Jupyter note-

book using python computer vision in windows 10 operating system.  

The process of cropping images was done by applying image processing unit, where the 

input images, which are MRI brain images, went through segmentation to resize the im-

ages and separate the lesion, so as to extract the relevant information from the brain 

image [17]. CNN was used to detect the infected region. The effectiveness of the concept 

was demonstrated using a confusion matrix. The accuracy rate was plotted using the 

Receiver Operating Characteristics (ROC) curve. 

1.8 Scientific Contribution 

This study will contribute to the field of medical imaging by using AI models to improve 

the methods that are been used to detect cerebrovascular disease. This study imple-

mented CNN model which has been used successfully in detecting diseases such as 

pneumonia, breast cancer and diabetics to detect cerebrovascular disease. Successful 

detection of cerebrovascular disease using CNN model will save many lives especially in 

low income countries and developed countries.  

 

1.9 Availability of Resources and Infrastructure  

The University of Limpopo's Department of Computer Science provided the necessary 

resources and infrastructure, including software, to undertake this research. 

1.10 Ethical Considerations 

Since the study was based on publicly accessible data, no ethical approval was needed. 

All the work that was used, however, was properly referenced. 
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1.11 Scope and Delimitations 

The proposed system, namely, detection of cerebrovascular disease from brain images 

using CNN model used publicly available dataset from Kaggle. It is required that dataset 

be collected from local hospitals, so that the processes of segmentation be used in fully 

such as removing the noise from images, pre-processing images and using many other 

segmentation processes since the study used thresholding method for cropping images 

only. 

1.12 Summary 

In this chapter, the study proposed to implement CNN detection model that may produce 

accurate results when it comes to detecting brain abnormalities which may predispose a 

patient to cerebrovascular disease. The study was motivated by the fact that radiologists 

sometimes makes mistakes when interpreting the brain images and such mistakes may 

lead to death and disability. CNN was implemented on Jupyter notebook using python 

computer vision in windows 10 operating system. The effectiveness of the concept was 

demonstrated using a confusion matrix. The accuracy rate was plotted using the ROC 

curve.   

1.13 Overview of Dissertation 

The rest of the dissertation is organised as follows:  

• Chapter 2 gives background knowledge on cerebrovascular disease in general, 

discusses the dataset, MRI and other modalities used to capture the image of the 

brain.  

• Chapter  3 provides the literature review.  

• Chapter 4  presents a detailed description of the design and implementation of the 

CNN model. 

• Chapter 5   presents the research findings of the study. 

• Chapter 6 presents research summary and recommendations for future studies.
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CHAPTER 2: BACKGROUND 

 

2.1 Introduction 

Artificial intelligence has attracted the research community's intense interest as a result 

of its ability to outperform humans on a variety of medical image analysis tasks [6]. For 

the aim of diagnosis and treatment in digital health, photographs of various human body 

parts are captured using medical imaging techniques and procedures [7], [8]. 

The fundamental organ of the human body is the brain, which regulates all bodily func-

tions such as thought, memory, touch, motor skill, vision, breathing etc [2]. Numerous 

illnesses, including Cerebrovascular, Alzheimer's, Dementia, and Parkinson's disease 

have an impact on the brain. Furthermore, cerebrovascular disease may be cancerous or 

noncancerous development of abnormal cells in the brain [4]. Early diagnosis of cerebro-

vascular disease using AI models from MRI data is of utmost importance to clinical trials, 

as well as the medical investigations of normal and abnormal MRI imaging [8]. The seg-

mentation of the image is one of the most crucial steps in employing medical imaging 

processes to detect disorders, which isolate desired features of the MRI image for further 

processing and implementation of AI model that will correctly detect diseases from MRI 

images [17]. This chapter gives background knowledge on cerebrovascular disease in 

general, the techniques used to detect cerebrovascular disease, discusses the dataset, 

MRI and other modalities used to capture the image of the brain.  

2.2 Cerebrovascular Disease 

The human brain controls every body function, including memory, creativity, emotion, and 

intelligence. The skull protects the brain, which consists of the brainstem, cerebellum, and 

cerebrum. The spine is joined to it by the brainstem [18]. The greatest portion of the brain 

is the cerebrum. The two primary forms of nerve tissue that make up the cerebrum are 

called White matter(WM) and Grey matter(GM). Grey matter is composed of the unmye-

linated cell bodies and dendrites of neurons, whereas white matter is composed of the 
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myelinated axons that connect the neurons [19]. The cerebrum initiates and governs 

movement as well as regulates temperature. 

Speech, judgment, thinking and reasoning, problem-solving, emotions, and learning are 

all made possible by different regions of the cerebrum [19], [20]. The cerebellum is a 

substantial part of the hindbrain that is located near to the brainstem. The area of the 

brain in charge of organizing voluntary motions numerous other aspects, including pos-

ture and motor skills like balance and coordination, are also under its control. The brain-

stem is the structure that connects the cerebrum of the brain with the spinal cord and 

cerebellum. It is divided into three parts, the midbrain, pons, and medulla oblongata, in 

decreasing order of size. Numerous essential aspects of life, including breathing, con-

sciousness, blood pressure, heart rate, and sleep, are controlled by It [18], [20]. The 

brain's centre is made up of four interconnected hollow areas known as ventricles. 

Throughout the central nervous system(CNS), cerebrospinal fluid(CSF) is transported 

and is held in the ventricles of the brain, which are a network of linked chambers [18]. The 

three parts of the brain that stand out and can be seen in the photos are the GM, WM, 

and CSF [18]. 

A collection of illnesses collectively referred to as cerebrovascular disease have an im-

pact on the brain's blood arteries and blood flow. Blood flow issues can result from artery 

obstruction (embolism), blood vessel rupture (haemorrhage), blood clot formation(throm-

bosis), blood vessel constriction (stenosis), or all of these [ 22]. A blood vessel in the brain 

that it serves will not be able to carry enough or any blood if there is damage to it. The 

absence of blood makes it difficult for enough oxygen to reach the brain, and without 

oxygen, brain cells will begin to deteriorate [22], [23]. Damage to the brain is permanent. 

To lower the danger of long-term brain injury and improve survival rates, immediate as-

sistance is essential. Cerebrovascular disease is primarily brought on by atherosclerosis 

[10]. This happens when cholesterol builds up as a thick, waxy plaque that can limit or 

obstruct blood flow in the arteries due to excessive cholesterol levels and inflammation in 

the brain's arteries [24]. This plaque may partially or entirely restrict blood flow to the 

brain, leading to a cerebrovascular disease. Cerebrovascular disease is the world's sec-

ond major cause of mortality and disability [1], and the fourth major cause of mortality and 
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disability in South Africa [2]. According to the WHO, low- and middle-income nations ac-

count for 87 percent of cerebrovascular disease-related mortality and disability [3].  

2.3 Medical Imaging Techniques 

Medical imaging(MI) refers to number of non-invasive technique that are used to capture 

various images of organs within the body [11]. This means the body does not have to be 

opened or cut in order to obtain the lesion. MI is used to assist radiologist to detect and 

for treatment of different diseases, therefore, without MI radiologist cannot be able to de-

tect cerebrovascular diseases at its earliest stages and be able to prescribe treatment to 

prevent further spread to other organs. Imaging Techniques(IT) refers to various methods 

used to capture the images of internal organs, there are 8 common IT used in diagnostic, 

namely, X-ray, Computer Tomography(CT), MRI, Positron Emission Tomography(PET), 

Mammogram, Ultrasound, Fluoroscopy and Cerebral angiography [12], [13], [14]. 

I. X-ray 

 X-rays make images by introducing a little amount of radiation into the body. The radio-

logic technician must first make sure the patient isn't covered in jewellery or wearing an-

ything too tight to prevent image quality degradation. The patient must next be placed in 

the proper position. After all of that is taken care of, it's time to photograph what's going 

on within the body [25].  

II. CT 

The CT scanner is a big donut-shaped machine that takes images while the patient travels 

through the centre. For some exams, the patient may receive an oral contrast agent or 

an injection of contrast agent to help show what's happening inside the body. The tech-

nologist places the patient on the scanner bed and then exits the room once everything 

is ready. The patient is carefully moved across the centre of the scanner by the technol-

ogist from a control room [26]. 

III. MRI 

Organs and tendons are examples of soft tissues that respond well to MRI imaging. Unlike 

CT scans, MRIs rely on radio waves and magnetic fields rather than ionizing radiation. 

On a table with a tube attached, patients lie down. The technician positions the patient 
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such that the magnet is above the bodily portion being examined. During the examination, 

the patient and the technologist can communicate thanks to two-way transmitters [27]. 

IV. PET 

A PET scan, also known as a positron emission tomography scan, is similar to a test used 

to diagnose diseases in humans because it can spot problems at the cellular level. Radi-

oactive tracers are injected into the body as part of the process. The tracers employ a 

PET scanner to discover issues that could otherwise go unnoticed until they get worse 

[28]. 

Tracers can be administered in one of three methods, depending on the procedure, 

through injection into a vein, gas inhalation, or drinking a specific concoction. There is a 

one-hour delay before the scan can begin since it takes tracers a long to move throughout 

the body. When the time is appropriate, the patient will lie down on a table that moves 

through an O-shaped machine. The patient receives directions from the technician on 

when to hold their breath and when to be still [28], [29]. 

V. Mammogram 

Two types of mammograms namely, screening and diagnostic mammograms. Mammo-

gram is mostly used in breast cancer detection. First, any anomalies are found using 

screening mammography. Following the discovery of thickening in the breast, diagnostic 

mammography looks for cancer. The fight against breast cancer depends on early cancer 

detection [30]. The best practices used by technologists will vary depending on whether 

a screening or a diagnostic exam is being performed. During screening exams, each 

breast is often the subject of two photographs. However, diagnostic tests are longer and 

include the technician capturing more images from more perspectives. In order for doctors 

to inspect problematic locations, magnified images are also taken [31]. 

VI. Ultrasound 

An ultrasound, also referred to as a sonography, employs high-frequency sound waves 

to record images from inside the body. It is frequently used to find problems with soft 
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tissues including organs and blood arteries. Ultrasounds are the method of choice for 

examining pregnant women because they are radiation-free [32]. 

The way to get ready for an ultrasound depends on what will be looked at. Patients must 

fast before tests anywhere near the abdomen, but water may be consumed. A lubricant 

is given to the skin as the patients are lying down on an examination table. High-frequency 

sound waves are sent into the body by a device known as a transducer as it glides over 

the skin. These sound waves produce an impression of bodily motion [32]. 

VII. Fluoroscopy 

Certain examinations can be compared to photography, a fluoroscopy is more like a mov-

ing image of the body's activity. This is so that you can see moving bodily parts on a 

fluoroscopy. Contrast dyes are frequently used throughout the surgery to demonstrate 

how they move through the body. A monitor receives signals from an X-ray beam while 

all of this is going on. Fluoroscopies are used to check both hard and soft tissue, including 

arteries, joints, organs, and bones. Fluoroscopy is frequently used in blood flow exams 

[33]. 

First, the technologist places the patient on the examination table. The patient may be 

asked to move during the fluoroscopy in contrast to many other exams when the patient 

is instructed to remain immobile in order to better understand how the body is responding 

to motion. Although fluoroscopy itself is not difficult, injecting contrast dyes into the body 

can be painful, therefore technologists may need to offer comfort measures [34]. 

VIII. Cerebral angiography 

This invasive examination creates images of the brain's blood arteries using x-rays and a 

contrast agent that contains iodine. It can offer more details about the abnormalities seen 

in a head MRI or CT scan [35]. 
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This study uses MRI scanning as its imaging modality and makes use of a number of MRI 

acquired datasets. More specific information regarding the physics and operation of MRI 

is provided in the following section. 

2.3.1 Magnetic Resonance Imaging 

The inside anatomy of the body can be seen using the medical imaging technology known 

as MRI [27]. The foundational ideas of Nuclear Magnetic Resonance (NMR) are utilized 

in this method. Using radio waves and a strong magnet connected to a computer, a 

method known as NMR produces comprehensive images of various bodily regions that 

may distinguish between normal and diseased tissue [36]. MRI gives great detail, making 

it possible to examine soft tissues like the brain using it. It has the ability to identify minute 

variations, even between similar locations, unlike CT scans, which are effective for imag-

ing bone and soft tissue but offer less detail [27]. An MRI can commonly detect brain 

abnormalities that are too small or located in regions of the brain that a CT scan cannot 

properly identify. The non-invasiveness, adaptability, MRI with strong flow and diffusion 

sensitivity and good tissue contrast are some of its main advantages over conventional 

medical imaging methods [27], [36]. 

In MRI, strong magnets are employed to create a magnetic field that is so strong that it 

compels the body's protons to adhere to it. When an RF current is delivered into the 

patient, the protons are forced against the magnetic field's pull and spin out of balance 

[27]. When the RF field is turned off, the MRI sensors may be used to detect the energy 

created when the protons realign with the magnetic field. The surroundings and the chem-

ical composition of the molecules affect how much energy is produced and how long it 

takes the protons to adjust to the magnetic field. 

Using these magnetic characteristics, medical professionals can distinguish between dif-

ferent tissue kinds [36]. The subject of an MRI scan is placed inside a huge magnet, and 

great stillness must be maintained during the imaging process to prevent visual blur. Be-

fore or during the MRI, a patient may receive intravenous contrast agents often containing 

the element gadolinium to expedite the rate at which protons realign along with the mag-

netic field. When the image is more vivid, the protons realign more quickly [27], [36].  
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MRI utilizes the spin of the proton, a subatomic particle with quantized angular momen-

tum, as well as other quantum mechanical features of subatomic particles. Since the ma-

jority of the human body is made up of fat and water, this feature can be employed in 

medical applications to measure hydrogen levels [36]. In fatty tissues and water, there is 

just one proton per hydrogen atom. When this spin encounters an external magnetic field, 

it generates a net nonzero spin and develops a magnetic moment, at which point it aligns 

with the exterior environment [37]. 

When there is no magnetic field, hydrogen's magnetic instant is randomly distributed, and 

there is no net magnetic field. The atoms will line up themselves beside the field's flux 

lines if a B0 external magnetic field is supplied. B0 is the energy input in rotating magnetic 

field. The magnetic moment it encounters at B0 will cause it to travel through a secondary 

spin in addition to its primary spin. The magnetic moments follow a cyclical processional 

journey at the processional frequency speed, also known as the Larmor frequency, as a 

result of this secondary spin, which is known as precession [36], [37]. 

2.3.2. Magnetic Resonance 

When external energy is introduced into a nuclear spin system close to the Larmor (res-

onance) frequency, magnetic resonance results. The main energy input in both NMR and 

MRI is a rotating magnetic field called B0 produced by supplying alternating current via a 

nearby radiofrequency(RF) coil [18]. Figure 2.1 shows a schematic representation of NMV 

both prior to and following the delivery of an RF pulse to MR active nuclei. 

When the hydrogen magnetic moment is positioned along the same route as the proces-

sion around the magnetic field B0[28], phase coherence occurs at resonance. As a result, 

in the X-Y plane, transverse magnetization is a superimposed magnetic vector, as seen 

within Figure 2.1. 
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Figure 2.1 The outcome of applying an RF pulse when the atoms are exposed to an 

outside magnetic field [28]. 

Without using an RF pulse; (B) while using an RF pulse, which leads to a rise in the 

number of both an NMV and high-energy spin-down nuclei. When an RF pulse is present, 

phase coherence (C) is out of phase or incoherent. Once the RF pulse is administered 
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the Larmor frequency (38), (D) illustrates phase coherence that is coherent or in-phase.

 

Figure 2.2 The use of a radio frequency energy pulse to ignite a magnetic nucleus [38]. 

A sample or target tissue is subjected to a strong, continuous magnetic field to produce 

the MR signal [38]. The degree of magnetization in the cross-sectional plane affects the 

signal's strength. The signal's frequency and the Larmor frequency are same. The NMV 

makes an effort to adjust to the magnetic field of the environment B0 in this circumstance 

since the nuclear energy obtained by the RF pulse will be lost once it is terminated. The 

recovery phase is characterized by an increase in the longitudinal magnetization, which 

has exponential features. The decay phase, which occurs concurrently, is marked by an 

exponential decline in the magnetization in the transverse plane. When the amplitude of 

the induced voltage inside the receiver coil decreases, a free induction (FID) signal is 

consequently generated as the decay progresses [38], [39]. 

2.3.3 Relaxation 

Relaxation is the process of how signals evolve over time. The excitation energy that the 

hydrogen nuclei absorbed during the RF application is lost during the relaxation period. 

As a result, hydrogen nuclei's magnetic moments are rendered noncoherent, and the 

NMV returns to the starting of B0. The hydrogen atoms relaxation times vary and are 
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frequently two measurements: once for the prolonged relaxation, sometimes called T1 

recovery, and once for the transverse relaxation, usually called T2 decay [40]. The relax-

ing process is shown in Figure 2.3. 

  

Figure 2.3 T1 recovery curve in (a) and T2 delay curve in (b) [40]. 

The process connected to T1 is what causes the signal to become less intense [40]. The 

magnetic moments of nuclei regain their longitudinal magnetization as a result. T1 is in-

fluenced by the magnetic field intensity and tissue characteristics. A distinct procedure 

associated with T2 is what widens the signal[41]. When the nuclei transmit energy to the 

nearby nuclei, T2 decay takes place. Spin-spin relaxation, which is also known as the 

loss of magnetization in the transverse plane during decay [42]. T2 generally recovers 5 

to 10 times more quickly than T1 and is influenced by the characteristics of both the mag-

netic field's strength and the tissue's porosity [40]. The strength and signal-to-noise ratio 

of the signal are influenced by the magnetic properties of the tissue under scan that is the 

target. The significant proton concentration of magnetic nuclei within the tissue, along 

with its short T1 and extended T2 times, for a certain set of imaging parameters, may 

increase the signal-to-noise ratio [41]. Aside from hydrogen nuclei, the biggest drawback 

of imaging nuclei is the faint signal they produce due to the low tissue concentration [40], 
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[41]. Echo time (TE) and Repetition time (TR) are often utilized in imaging modalities to 

control signal strength and contrast. These two factors must be considered while selecting 

the parts for a certain imaging procedure. Longitudinally magnetization not being able to 

maximize and provide a strong signal strength if a T1-weighted picture is created using a 

short TR [42]. In addition, if the TR is lowered to speed up image capture, image noise 

ends up being the bottleneck. Long TE values may also cause the signal produced by the 

transverse magnetization to drop to incredibly low levels [42]. 

2.3.4. Conventional MRI Protocols (Conventional MRI) 

The Repetition Time (RT) and Time to Echo (TE) parameters of tissue are used to create 

the C-MRI protocols (TR). This section provides an explanation of the intricacies of C-

MRI acquisition [43]. 

2.3.4.1T1 Weighted Image(T1WI) 

When the TE and TR are both brief, a T1-weighted protocol is captured. T1-weighted 

imaging will highlight tissues with short T1 values, which is important from a clinical stand-

point. This procedure typically results in better contrast between liquids, tissues made of 

water, and tissues made of fat. Brain imaging, this approach provides strong contrast 

between GM and WM [43], [44]. Three distinct tissue types namely, brain tissue, CSF, 

and fat will be easy to distinguish with a TR value that is only about 500 ms. The GM and 

WM of the brain are visible with medium intensity in a T1-weighted image, while fat ex-

hibits appreciable hyper-intense values. The CSF appears hypo intense. Injecting con-

trast agents into the patients may also aid in boosting specificity by creating numerous 

images with various contrast levels [44]. 

Contrast-enhanced T1 weighted 

 Gadolinium-based contrast agents (GBCA) are given during 3D spoiled gradient-echo 

(GE) sequences used in contrast-enhanced MR Angiography (MRA) [44]. Almost any re-

gion of the body's vascular architecture can be evaluated with it. Its primary attributes are: 
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I. T1 weighted spoiled gradient-echo sequence (T1-weighting is permitted for flip an-

gles between 25° and 50°) 

II. The arterial phase of the study's central k-space acquisition optimizes the pre-

ferred visibility of arteries. 

III. Use of GBCAs to reduce the blood's T1 interval, which makes the blood seem 

bright. 

2.3.4.2T2 Weighted Image 

When TE and TR are both long, a T2-weighted process is produced. This method enables 

accurate differentiation of scalp fat and several brain regions (including the GM, WM, and 

CSF) for brain tissue T2 values [45]. Longer T2 times are a results of faster spin interac-

tions and in tissues with more mobility, the fluid portions exhibit slower transverse coher-

ence loss. Additionally, for smaller structures like those that have a lot of cells, a shorter 

T2 time is created by longer spin interactions and a quicker loss of transverse coherence. 

Fluids are frequently shown as particularly bright in T2-weighted scans, whereas tissues 

made of water and fat are shown as being mid-grey [46]. The damaged tissue's T2 values 

are prolonged by brain lesions, which frequently result in structural damage to the brain 

[45]. 

2.3.4.3 Fluid Attenuated Inversion Recovery (FLAIR)  

When the T1-weighted Images' dynamic range is increased with a 180 RF pulse rather 

than a 90 RF pulse, a fluid attenuated inversion recovery (FLAIR) picture is created [36]. 

All of the tissue beneath B0 has its longitudinal magnetization completely inverted by an 

RF pulse known as a inverting pulse. 

The magnetization thus starts out negative and declines until it approaches zero [47]. The 

FLAIR procedure is the most popular method for identifying non-enhancing lesions in the 

cerebral vasculature because it produces a CSF signal loss on a T2-weighted scan. A 

few C-MRI pictures of a cerebrovascular illness are depicted in Figure 2.4. 
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Figure 2.4 Examples of C-MRI pictures of a cerebrovascular disease include FLAIR, T1-

weighted, T1-contrast, and T2-weighted images (from left to right) [36]. 

2.4. Diffusion Magnetic Resonance 

One of the most crucial modern MRI methods in neuroradiology is diffusion imaging [48]. 

The notion of diffusion is defined in the following section, which also explains how water 

molecule diffusion in the brain structures produces MR pictures. 

Contrast in the images produced by diffusion-weighted imaging (DWI) MRIs is not similar 

to that of traditional MR techniques. In particular, DWI can distinguish cerebrovascular 

from other processes that occur with abrupt neurological impairments and is sensitive to 

the identification of cerebrovascular disease [49]. DWI is a type of MRI that gauges the 

water molecules random Brownian motion within a tissue voxel. This generally means 

that tissues with a high cell density or tissues that have cellular edema have lower diffu-

sion coefficients. It is possible to infer details about cellular tissue organization using the 

DWI approach based on water motion. It is believed that the distribution of water mole-

cules that diffuses over a specific period has a Gaussian shape, with a breadth propor-

tional to the ADC [48]. The imaging gradient's sensitivity to diffusion is influenced by its 

intensity, direction, and temporal profile, all of which can be distilled down to just one b 

number. The tissue's water evaporation behaviour can then be identified by creating a 

parametric map using images taken at various b-values [50]. The pertinent echo attenu-

ation in a voxel in this scenario could be expressed as follows: 

𝑆(𝑏) = 𝑆𝑜 𝑒−𝑏𝐴𝐷𝐶                                                                                                (2-1) 

where S represents signal strength and The diffusion weighted imaging parameter b can 

be obtained using the following formula: 
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𝑏 = 𝛾2𝐺2𝛿2 ( ∇ − 𝛿3)                                                                                             (2-2) 

where G denotes the gradient's force, the gyromagnetic ratio, the separation between 

gradient lobes, and the length of the diffusion-encoding gradient lobe. In order to track 

the thermal mobility of the water inside and around the cells, bipolar gradient coils are 

triggered and their amplitude and intensity are controlled by the b values (Brownian mo-

tion). The typical anatomical pictures may be overlaid with the ADC map to understand 

more about the tissue being studied [50]. The most common b values to create the best 

balance of tissue diffusion and signal are 500 and 1000, as shown in Figure 2.5. 

 

Figure 2.5 DWI of different b value [50]. 

2.5 Dataset 

The CNN model that was used to identify cerebrovascular disease in this study was im-

plemented using an MRI publicly accessible dataset. Brain images using MRI was ob-

tained from Kaggle public dataset. The dataset was divided into two folders, infected and 

not infected images. The dataset consists of 253 images where 155 are infected images 

and 98 are not infected images. 

2.6 Conclusion 

The history of cerebrovascular disease was covered in this chapter. Additionally, a review 

of MR methods used in cerebrovascular was done. A complex MRI modality was de-

scribed, and the C-MRI acquisition techniques were covered. Additionally, a description 

of the publicly accessible datasets used in this investigation was provided.
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CHAPTER 3: LITERATURE REVIEW 

 

3.1 Introduction 

A review of the literature is presented in the first section of this chapter, which is followed 

by a discussion of the approaches that are pertinent to the issue at hand. Cerebrovascular 

disease detection in MRI images is another topic covered in this chapter. We evaluate 

and thoroughly investigate the proposed automatic methods for the detection of cerebro-

vascular disease in MRI images. Along with pertinent research on the segmentation of 

lesions, this chapter also provides the protocols for evaluating the method for certifying 

the results of segmenting MRI images. 

3.2 Segmentation of MRI Images for Detection of Cerebrovascular Disease 

The most crucial stage in almost all detection projects is the segmentation of MRI images, 

without it, there would be no Region Of Interest(ROI). To minimize the complexity of an 

image and facilitate future processing or analysis, The process of breaking down a digital 

image into multiple subgroups known as image segments is called image segmentation 

[49]. The segmentation of the cerebrovascular system in MRI images has been studied 

using a variety of approaches. The segmentation of MR image features is challenging 

because uncontrollable factors like the amount of contrast agent and the duration of the 

acquisition may change how the ROI appears in the image and cause the same tissue to 

appear with various intensities [50]. According to how much human involvement is nec-

essary, picture segmentation can generally be divided into three categories, manual, 

semi-automated, and fully automatic [51]. 

A specialist, frequently a radiologist or other skilled physician, does manual segmentation 

in the majority of cases [3]. Slice by slice is typically used, however it is also possible to 

do this in 3D by having the expert either encircle the ROI or annotate the voxels of interest. 

The capacity to use expert knowledge is a benefit of this segmentation method, but it also 

has the disadvantages of being time consuming and subject to intra- and interobserver 

variability. As a result, even though manual segmentation is frequently regarded as the 
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gold standard, there can be significant variations in the derived radiomics values due to 

this variability [49], [51]. 

Semiautomatic segmentation aims to address some of the issues associated with manual 

segmentation. For instance, by expanding the segmentation to other slices or growing the 

segmentation over a region to do away with the necessity for slice-by-slice segmentation, 

less human work and time is needed [52]. There are many different semiautomatic ap-

proaches, and some algorithms help during or even before the segmentation while others 

aid in the segmentation's completion [53]. Additionally, initial semi-automatic algorithms 

try to lower the variability between observers. Interobserver variability will still exist, 

though, because the segmentation's manual component and the algorithm's settings have 

an impact on the outcome [54]. 

Automatic segmentation techniques fall into two categories learning-based and non-

learning-based, and neither requires user interaction. Deep learning, a learning-based 

approach, has recently gained a lot of popularity. In this approach, a neural network that 

has been trained using labelled samples does segmentation. The U-Net architecture is a 

well-liked deep learning strategy. The benefit of this strategy is that the segmentations 

may be completed quite rapidly after the mechanism has been developed. This can take 

seconds to minutes, depending on the image, but it normally happens considerably faster 

when user contact is necessary [54], [55]. 

Deep learning has the drawback of typically requiring a large amount of labelled data, a 

lengthy training period, and specialized technology to build the model. These techniques 

frequently use segmentations from a single observer, which means that the resulting 

model will share the observer's bias. Since an algorithm that has been taught on one 

dataset may perform very poorly on another, learning-based techniques may not gener-

alize well. Additionally, semiautomatic or manual segmentation techniques must still be 

utilized for the training data segmentations [53], [54], [55]. 

Unsupervised segmentation algorithms take advantage of image-based traits like inten-

sities. These techniques can handle more complicated cases. There are four different 

types of techniques: approaches for classifying pixels, threshold-based methods, region-
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based methods, and model-based methods. The two main categories of cerebrovascular 

segmentation techniques used in this study are: approaches for picture segmentation 

based on semantic classification [56]. 

3.3 Image Object Classification-Based Methods 

The goal of this technique is to categorize or forecast the class of an object in a picture. 

The main goal of this technique is to precisely to determine an image's features. 

In supervised classification, a group of example items with known classifications are pro-

vided, and experts select the classes to which an object may belong. The classification 

algorithm employs this group of well-known objects as a training set to learn how to cat-

egorize things. Unsupervised classification approaches do not require training sets or pre-

defined classes. The initial phase of classification involves training the algorithm on the 

training dataset. A labelled test dataset is used to verify and assess the extracted model's 

performance and accuracy [55]. The categorization techniques typically need the follow-

ing steps, a dataset with predetermined labels is gathered in the first step, the labelling of 

medical imaging is typically visible and may be completed after inspection by an expert 

operator [55], [56]. The processes for data pre-processing and data preparation is the 

second step. Algorithms for pre-processing can be used to solve problems like omitted 

values, discretization, and noise removal.  

In the third step, features that are unnecessary or redundant are found and eliminated 

using feature selection. The algorithms become faster and perform better as a result. 

Selecting the learning algorithm is a crucial step. Evaluation is the last action. In this con-

text, there are at least three ways to assess classifier accuracy, all of which depend on 

splitting the data into sets for training, validating, and testing. These three datasets are 

split from one another differently by each of these strategies [57]. 

The most widely used algorithms for cerebrovascular segmentation are methods that re-

quire a labelled training dataset are supervised procedures. The size and calibre of the 

dataset's labelling a laborious task directly affects how accurate the procedure is. The 

trained model is fed the testing dataset during the testing phase. The voxels in the MR 

image are then allocated to a class because the results of the detection approach are 
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crucial for strategizing the treatment of cerebrovascular disease, it must be particularly 

accurate. A discrete probability distribution is generated using a model based on picture 

classification [57]. The model has been taught to identify the characteristics of each class. 

High-level features generated automatically are used in other classification-based models 

for images, while other classification-based models train using hand-crafted designed 

features. The following section discusses both manually constructed feature approaches 

and deep learning feature methods. 

3.3.1 Customized Feature Methods 

Over the past ten years, numerous automatic ROI segmentation techniques have been 

presented. The customised features approach is used in the majority of automated brain 

ROI procedures. The detector is either a random-decision forest (RF) or a support vector 

machine (SVM), whose feature type is unaffected by the training procedure. Local histo-

grams, Gabor, and area shape difference are part of the initial feature extraction process. 

Gathering features from the pictures, customised feature segmentation algorithms create 

models based on how the characteristics relate to different classes of pixels and voxels 

[58].  

The features are first extracted in the pipeline of traditional machine learning, and then 

they are provided to the chosen detector. As long as the input features have a strong 

enough ability to discriminate between healthy and unhealthy tissues, the detector is 

trained to do so. These characteristics could include histograms, the texture of the pho-

tographs, and the intensity values of the raw input pixels. In many situations, it has been 

demonstrated that a linear kernel performs well and only has to have one parameter 

tuned. Without dividing the tissue subtypes into segments, their approach can detect the 

entire cerebrovascular ROI. The fact that the hand-crafted features typically require cal-

culating several different features, which slows computation and raises memory costs, is 

one disadvantage of them [58]. 

3.3.1.1 Decision Trees 

Using a set of guidelines or questions on the qualities of the class, a decision tree is 

utilized to categorize classes using a hierarchical tree structure. The training set's feature 
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space is recursively divided to produce a decision tree. To construct a reliable and in-

formative hierarchical classification model, a collection of decision criteria that naturally 

segment the feature space must be identified. For both classification and regression is-

sues, a decision tree is a type of model that resembles a tree [54], [55]. By dividing the 

training set and utilizing the information gain, the split function parameters are modified 

at each node of the decision tree during training. The testing procedure comprises apply-

ing the tree's feature vector to each node until a leaf node appears using the testing data's 

feature vector. Due to its inherent ability to manage multiclass problems and huge feature 

vectors, this approach is currently widely employed. The algorithm was created as a su-

pervised technique for segmenting brain illnesses. As additional input, decision tree clas-

sifiers are trained in this stage using probabilities derived from tissue-specific Gaussian 

mixture models. Author [59] proposed a similar strategy, but theirs makes use of an ex-

ceedingly random tree classifier in order to make use of the variety of attributes when 

separating the trees. 

3.3.2 Methods for Deep Learning Feature 

When developing Adaptive characteristics for tasks of picture segmentation applications 

like brain illness segmentation, deep learning techniques are frequently used. Creating 

feature representations that are task-adapted is possible using the deep learning ap-

proach, which directly builds a hierarchy of increasingly sophisticated features from infor-

mation gathered within the domain. Deep learning-based features usually outperform 

hand-engineered features in terms of performance [59]. 

3.3.2.1 Convolutional Neural Network Layers 

Supervised visual models using convolutional neural networks that may be taught to de-

tect incredibly minute differences between features of varying degrees of complicated. 

CNNs are multilayer feedforward structures that are effective in a range of visual tasks, 

such as segmentation, recognition, and detection. One to three layers or stages make up 

CNNs in most cases. A convolutional filter bank layer makes up each level, a spatial 

feature layer, and a nonlinear transform layer or down-sampling. Local characteristics 

from the input picture are gathered and integrated in sequenced layers during training 
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(learning) to produce a higher order architecture [60]. To use the training technique to 

infer the label instances in the training set, the kernels and connection weights for each 

layer must be learned. A collection of integrated and specifically designed filter banks 

(kernels) for the job at hand are the procedure's results. Recently, CNN-based algorithms 

outperformed more conventional classification techniques in their ability to learn the char-

acteristics of hierarchies. Deep neural networks are built using CNNs because they are 

built from numerous blocks that are piled high of one another to generate a hierarchy of 

attributes. Convolutional and non-linear activation function (ReLU), which are the two 

main layers that make up these blocks, are followed by pooling layers. Up until a particular 

size is reached in the picture, these blocks are repeated in accordance with the pattern 

that has been selected. The final block, which is coupled to the supplies the class label 

with fully convolutional layers (FC) [61]. These blocks' design enables a wide range of 

architectural options. A group of CNN layers are briefly explained in the section that fol-

lows: 

I. Convolutional Layer 

A crucial component of a CNN is a convolutional layer. The filter kernel is a set of weights 

that connects the filter kernel's constituent units to the local patches of the layers that 

came before it. The user must comprehend the hyper-parameters for the kernels' width 

and height. The output of a convolutional layer is produced by convolving the current 

layer's kernel with the outcomes of preceding units. In deep networks with multiple con-

volutional layers and different network routes, a suitable weight initialization is crucial [61]. 

The output of each convolutional layer is a feature map. The output volume is obtained 

by concatenating each of the third dimension, followed by these filter maps. The convo-

lutional layers positioned below the various input array dimensions reduce the filter re-

sponse dimension. 

 

II. Non-linear Activation Function 

To create non-linear characteristics modifications of the input, The outcome of the kernel 

convolution is subjected to an element-wise non-linearity. The ReLU is the most used 

nonlinear function defined by the following formula [61]:  
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𝑓(𝑧) = max(𝑧, 0)                                                                                                    (3-1) 

ReLU is a good option for use in deep learning procedures since it can learn more quickly 

in networks with several layers. 

 

III. Pooling Layer 

The network can be made to be invariant to the local fluctuations of each feature level by 

subsampling feature maps, which are thought of as a pooling layer, and the X and Y axes' 

spatial dimensions. In addition to decreasing the output dimensionality and parameter 

numbers, the pooling layer renders the network insensitive to minute changes in every 

level of input in the preceding layers [62]. Other research suggest that pooling layers won't 

even be needed at all in next CNNs [63]. The most popular pooling technique, max-pool-

ing, chooses the highest values from each feature map. An illustration of the well-known 

max-pooling layer window with stride 2 and filter size 2 is shown in Figure 3.1. 

 

 

Figure 3.1: Example of maximum pooling using a 2x2 kernel and 2 stride. 

IV. Fully Connected Layers 

Fully connected layers are used by the neural network to construct the data class after 

numerous convolutional and max pooling layers (FC). Each neuron has a different set of 

connection weights between every hidden FC layer unit and every covert object in the 

layer above. Given that the units are spatially coupled to the input area, this has an effect 

on the CONV layer [63].  
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3.4 Semantic Object Segmentation-Based Approaches for Images 

The process of categorizing each pixel as belonging to a specific label is known as se-

mantic segmentation. Semantic segmentation requires a deeper understanding of the im-

age. Both the presence of items and the pixels corresponding to each object should be 

determined using the algorithm. The complex visual models known as fully convolutional 

networks (FCNs) are based on the semantic segmentation of images. It has been demon-

strated that FCNs perform at the cutting edge of semantic segmentation [64]. 

FCNs can be fully trained for pixel-wise prediction within the transition from broad to spe-

cific prediction. FCNs are capable of predicting dense outcomes from inputs of any size. 

Learning and inference are conducted simultaneously on the entire image using compu-

ting with dense feed-forward and reverse propagation [64]. 

3.4.1 Architecture for Fully Convolutional Networks (FCN) 

The Fully Convolutional Networks (FCNs) architecture is best utilized for semantic seg-

mentation. For the segmentation of visual semantics, the FCN method was suggested. 

This technique alters the architecture of CNN. A Skip layer was initially built in between 

them to connect the deeper sharper visual information from the shallow levels combined 

with semantic information from the layers. The output's spatial accuracy and semantics 

are improved by the Skip architecture. Instead of a pooling layer, the second update de-

velops dense prediction using an up-sampling method. In order to enhance CNN's last 

layer for semantic segmentation, convolution techniques have been proposed. It is pos-

sible to migrate different CNN networks to FCN. The FCN architecture's highest perfor-

mance and outcome were experimentally attained by the VGG 16 network [63][64]. So, 

in the current investigation, this network was utilised. 

3.4.2 U-net Architecture 

U-net is a well-known network that is used for semantic segmentation or classifying pixels 

of an image so that they are assigned labels according to the class they belong to (for 

example, a human). The fundamental idea is to add additional layers to a typical contract-

ing network where up sampling operators are used in place of pooling operations. Thus, 
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the resolution of the output is increased by these layers. Furthermore, depending on this 

knowledge, a succeeding convolutional layer can learn to put together a precise output 

[65]. 

There are a lot of feature channels in the up sampling phase of U-Net, which is a signifi-

cant change that enables the network to convey context information to higher resolution 

layers. As a result, the expansive path produces a u-shaped design because it is roughly 

symmetric to the contracting component. There are no fully connected layers in the net-

work, it just utilizes the valid portion of each convolution. The missing context is extrapo-

lated by mirroring the input image in order to forecast the pixels in the border region of 

the image. To apply the network to huge images, this tiling technique is crucial since, 

without it, the GPU RAM would constrain the resolution [66]. 

Figure 3.2 depicts the network architecture, which is made up of 23 levels. There are two 

primary routes in the U-net: an expanding route, and a contracting route. The purchasing 

procedure follows CNN's established architecture. A ReLU follows each of the two con-

volutions of 3x3 that are present on this route. A kernel size-based max-pooling layer of 

2x2 and a downscaling stride of 2 is present in each block of the design. At each step of 

the U-expansive net approach (on the right), the feature map is up-sampled before being 

convolutioned with a 2x2 kernel size, or up-convolution. The feature map from the con-

tracting path that was chopped is added to the feature maps. Two 3x3 kernel size convo-

lutions and two ReLUs are then placed after them. Each feature vector component is 

translated to the predicted number of classes using a convolution with a 1x1 kernel size 

in the final U-net architectural layer [64]. 
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Figure 3.2 U-net design example with the lowest resolution of 32x32 pixels [64] 

3.5 Measurement Metrics 

Classification in machine learning refers to the process by which a computer uses an 

algorithm to draw conclusions from previously known data and then applies those con-

clusions to fresh data. In particular, it enables intelligent decision-making in the fields of 

machine learning, pattern recognition, and data analysis. Although there are many differ-

ent classification schemes, binary and multi-class classifications are the two that are most 

frequently employed in illness detection. When performing binary classification tasks, one 

class stands in for the normal state, while the other represents the abnormal state. When 

performing multi-class classification tasks, either one class must fall inside a category that 
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is known to exist [66]. The training data, which includes both the input and intended out-

puts, must consist of a sample of observations and measurements for which the target 

value is already known in order to employ the supervised classification approach. A diag-

nostic test's ability to distinguish between those who have an illness and those who do 

not determines how accurate it is [67]. 

Patient's test results are classified as positive or negative, with positive indicating the 

presence of a disease and negative indicating the absence of an illness. False positive 

(FP) observations are those in which the expected class is positive but the actual class is 

negative. True negative (TN) observations are those in which the expected and actual 

classes are both negative. True positive (TP) observations are those in which the ex-

pected and actual classes are both positive. False negative (FN) observations are those 

where the expected class is negative but the actual class is positive [68][69]. 

3.6 Related Works in Detecting Cerebrovascular Disease 

Cerebrovascular disease is the second world's major factor in mortality and disability [1], 

and the fourth major cause of mortality and disability in South Africa [2]. Blockage of blood 

flow to the brain is the primary cause of cerebrovascular disease. The existing studies on 

cerebrovascular disease detection used binary method which uses pixels to decide if the 

patient have the disease or not and morphological operation which uses erosion and di-

lation. However, both methods do not show any maturity of the disease by providing ac-

curacy percentage and confusion matrix which may help in interpreting the images, there-

fore, both methods don’t outperform human beings since they don’t provide more infor-

mation about the disease [9]. Other studies on cerebrovascular disease developed a lo-

gistic regression model that predict the cerebrovascular disease given basic symptoms 

like age, sex, hypertension etc[14]. Another study developed a robotic arm to predict the 

presence of cerebrovascular disease by putting the robotic arm on the hand, however, 

both methods do not scan the body to check damages on the brain leading to possible 

false positives and false negatives [15].   
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3.7 summary of related works and gaps 

Article name Author Shortcomings 

Fully convolutional net-

works for semantic seg-

mentation.  

Long, J. Deep learning has the 

drawback of typically re-

quiring a large amount of 

labelled data, a lengthy 

training period, and spe-

cialized technology to build 

the model. These tech-

niques frequently use seg-

mentations from a single 

observer, which means 

that the resulting model will 

share the observer's bias. 

Since an algorithm that 

has been taught on one 

dataset may perform very 

poorly on another, learn-

ing-based techniques may 

not generalize well. 

Cerebrovascular accident 

prediction using logistic re-

gression algorithm.  

Geeth, M., Radhika, P., 

Priya, S., & Latha, S.R. 

This study developed a lo-

gistic regression model 

that predict the cerebro-

vascular disease given 

basic symptoms like age, 

sex, hypertension etc, 

however, the method do 

not scan the body to check 

damages on the brain 

leading to possible false 

positives and false nega-

tives. 

Robotic arm for cerebro-

vascular accident patient 

by using Wi-Fi module.  

Poovarasana, B., Sudher-

son, M., Sundarakrishnam, 

D., & Sureshkumar, S. 

This study developed a ro-

botic arm to predict the 

presence of cerebrovascu-

lar disease by putting the 

robotic arm on the hand, 

however, the method does 
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not scan the body to check 

damages on the brain 

leading to possible false 

positives and false nega-

tives. 

Segmentation of brain 

stroke image.  

Abdulrahman, A. This study used binary 

method which uses pixels 

to decide if the patient has 

the disease or not and 

morphological operation 

which uses erosion and di-

lation. However, both 

methods do not show any 

maturity of the disease by 

providing accuracy per-

centage and confusion ma-

trix which may help in in-

terpreting the images, 

therefore, both methods 

don’t outperform human 

beings since they don’t 

provide more information 

about the disease [9].  

Table 3.1 Summary of related works and gaps 

3.8 Conclusion  

The following are the methods used in this chapter's overview of the pertinent literature 

and methods for detecting cerebrovascular illness using MRI images: automatic cerebro-

vascular diagnosis frequently employs picture methods based on object classification, 

customised feature methods, and the DT, a supervised classifier that has been applied in 

various studies to identify brain disorders. methods based on segmenting objects in im-

ages with semantics are employed for cerebral vascular segmentation. Cerebrovascular 

disease detection utilizing medical pictures and AI models is still a difficult task, and For 

this disease identification to be more accurate, more research is needed. In light of this, 

the process for implementing a detection model that may help in enhancing the accuracy 

when identifying cerebrovascular disease is discussed in the following chapter.
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CHAPTER 4: METHODOLOGY 

 

4.1 Introduction 

The basic structure of this chapter presents the four essential stages of our proposed 

method as follows: segmentation, feature extraction, CNN creation, and detection. The 

MRI scans were provided to the CNN model to enable image detection and generate the 

accuracy rate and confusion matrix. In addition, the tools and processes utilized to imple-

ment the suggested system, namely, detection of cerebrovascular disease in brain im-

ages using CNN are covered in this chapter. 

4.2 Dataset 

Brain images using MRI was obtained from Kaggle publicly available dataset. Turfloop 

Research Ethics Committee (TREC) confirmed that the study involves secondary use of 

data and has no ethical implication. After they reviewed the study protocol, the TREC 

granted the researcher permission to proceed with the research.  The dataset was divided 

into two folders, infected and not infected images. Infected images are represented by 

Yes while not infected is represented by No. The total number of infected images is 155 

while not infected images is 98. The following figure 4.1 illustrate the two folders of in-

fected and not infected MRI Scans.  
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Figure 4.1 MRI scans 

The dataset was split into three subfolders, namely, training, validation and testing using 

python library called sklearn. Sklearn is a python library that is mostly used to separates 

the dataset in machine learning tasks [50]. Training subfolder contains 119 infected im-

ages and 74 not infected images, validation subfolder contains 31 infected images and 

19 not infected images and testing subfolder contains 5 infected images and 5 not infected 

images as illustrated in figure 4.2   
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Figure 4.2 splitting of data   

The datasets contains images of different width and height. Figure 4.3 below shows the 

histogram of ratio distributions to illustrate the difference in width and height of the da-

taset.  

 

 

Figure 4.3 Distribution of image ratios  

4.3 Implementation Tools 

Detection of cerebrovascular disease in brain images using CNN was implemented on 

Jupyter notebook using python computer vision in windows 10 operating system. Python 

is a programming language that aims to make it easy for programmers of all skill levels 

to translate their ideas into working code. Many developers utilize Python since it is the 
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most well-known, established, and supported programming language for machine learn-

ing, that is why it is often featured in CVs. Contrarily, computer vision enables computers 

to identify objects in digital stills or moving pictures [29]. Python allows developers to 

automate procedures that call for visualization. Python libraries that were created to aid 

data scientists, particularly when it comes to data processing, modeling, and data visual-

ization, as well as their excellent functionality to deal with mathematics, statistics, and 

scientific function, were major factor in the study's decision to use Python for computer 

vision [51]. Figure 4.4 shows the python libraries that were used in this study: 

 

Figure 4.4 python libraries 

I. NumPy 

Array manipulation is done using the NumPy Python library. Numerical Python is 

known as NumPy. It also offers functions for working in the field of linear algebra as 

well as matrices and the Fourier transform. Travis Oliphant created NumPy in the year 

2005. It is open source and available for free [51]. 

 

II. Tqdm 
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The Arabic term for progress, taqaddum, is the root of the word tqdm. It is used to 

create progress meters and progress bars, Python's tqdm library is utilized. We can 

easily implement tqdm in our loops, functions, and even Pandas [40]. 

III. Cv2 

It is a free library that may be used to carry out operations like disease detection, face 

recognition, object tracking, landmark recognition, and many other things. CV2 is an 

acronym for computer vision [50]. 

 

IV. Os 

The Python OS module gives users the ability to create interactions with their operat-

ing systems. It provides a variety of practical OS features that may be utilized to carry 

out OS-based tasks and obtain pertinent OS-related data. Python's basic utility mod-

ules cover the OS [42]. 

 

V. Shutil 

In the Python language, the shutil module provides a number of functions for dealing 

with operations on files and associated collections. It gives users the option to copy 

and delete files. It resembles the OS Module in certain ways, but the OS Module does 

contain features that deal with file collections [40]. 

 

VI. Itertools 

Itertool is a package in Python that offers a number of operations on iterators to create 

complicated iterators. Iterator algebra can be created quickly and efficiently with the 

help of this module [50]. 

 

VII. Imutils 

Imutils is a straightforward Python image processing toolkit that may be used to trans-

late, rotate, resize, skeletonize, or calculate the blur intensity in an image. Imutils will 

look for functions in those packages as well if NumPy, SciPy, Matplotlib, and OpenCV 

are already installed[51]. 

VIII. Matplotlib 
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Python Matplotlib is a cross-platform package for graphical data visualization and 

charting. Developers can incorporate plots into GUI systems by using the matplotlib 

application programming interfaces [51]. 

 

IX. Sklearn 

Python's Sklearn library is used for machine learning. It's a collection of effective tools 

for data mining and analysis, to be more precise. The framework is constructed on top 

of a number of well-known Python programs, including Matplotlib, SciPy, and NumPy 

[50]. 

 

X. Plotly 

An interactive, open-source plotting toolkit for Python, Plotly offers more than 40 dif-

ferent chart types for a range of statistical, financial, geographic, scientific, and three-

dimensional use-cases[51]. 

XI. keras 

Keras is an open source Python library that is free and powerful for building and ana-

lyzing deep learning models. With just a few lines of code, it is a component of the 

TensorFlow library and enables users to construct and train neural network mod-

els[42]. 
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4.4 Overall Workflow of the Proposed System 

 

                               Figure 4.5 Diagram of the proposed system 

4.4.1 Segmentation 

This section answered the first research question, how will brain cropping process from 

brain images be automated. 

It is an approach of image segmentation, which is frequently used in digital image pro-

cessing and analysis to split an image into a number of sections or areas based on the 

properties of the pixels in the picture [40]. There are several different kinds of artifacts 

that might appear in brain images, a non-homogeneous intensity range, for instance, dif-

ferent size of images in the dataset. segmentation is a method that has been developed 

to remove the artifacts and resize images to a fixed size to lessen the deformation [40]. 

Brain images using MRI were obtained from Kaggle publicly available dataset which con-

tains different sizes of images. As a result of this non-homogeneity, namely, different 
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sizes of images in the dataset, there will be high deformation of features and patterns if 

the CNN model were to be fitted using this dataset and also the results accuracy will be 

degraded due to deformation [50]. In this study segmentation was used to resize the im-

ages since the dataset contains images of different sizes which can influence results ac-

curacy erroneously by producing misleading results such as false positives and false neg-

atives.  

 4.4.2 Feature Extraction 

In the CNN procedure, the CNN approach is employed for feature extraction because it 

is currently the go-to model on any image-related problem. The feature extraction process 

extracts feature from the segmented brain. At the start of the network, basic visual attrib-

utes including edges, corners, and blobs are recorded. Higher level picture features are 

then created by analyzing these fundamental qualities using deeper network layers. 

These more stringent standards are preferred for categorizing cerebrovascular disease 

because they take into account all the basic characteristics and produce a clearer picture. 

Given the abundance of scores that match the relevant detection labels, such as back-

ground and normal brain, the layer immediately beneath the detection layer is typically an 

effective location for feature extraction. Each pixel in the MRI pictures is converted into a 

four-dimensional feature vector with values that are equivalent to the feature extraction 

layer's probability values [41].  

 4.4.3 CNN Model 

This section answered the second research question, How will CNN model be imple-

mented. 

In this section, figure 4.5 shows the CNN architecture that was used in this study with its 

building blocks. CNNs are a subset of artificial neural networks that have gained a repu-

tation for being extremely effective at both image categorization and detection. A CNN's 

building blocks include convolution layers, pooling layers and fully connected layers. The 

model's performance was evaluated by its accuracy rate and confusion matrix. 
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Figure 4.6 CNN architecture 

I. Convolution Layer 

The foundation of a CNN is a convolutional layer. It has several filters or kernels, the 

settings of which must be memorized throughout training. The size of the filters is typically 

smaller than the original image. Each filter produces an activation map after it convolves 

with the image. In its receptive area, a convolution combines all the pixels into a single 

value. Applying a convolution, for instance, to an image would result in both a reduction 

in image size and the condensing of all field data into a single pixel. The convolutional 

layer's final output is a vector [42]. 

II. Pooling Layers 

By pooling layers, the feature map size is decreased. Therefore, it requires fewer param-

eters to be learned and requires less network processing. The features that are present 

in a specific area are summarized in the feature map produced by the feature pooling 

layer of a convolution layer [54]. 

III. Fully Connected Layer 
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The Fully Connected Layer is made up of forward-feeding neural networks. Fully Con-

nected Tiers refer to the network's uppermost layers. The last convolutional or pooling 

layer's output is sent to the fully connected layer, where it is flattened before being used 

[56]. 

4.4.3.1 Accuracy 

This section answered the last research question, how will CNN model be tested to see 

if it produces accurate results. 

Accuracy was used to assess just how well the average measurement of multiple meas-

urements stacks up against the standard measurement of the same item or the true value. 

Accuracy is measured as the proportion of correctly predicted images in the test set, com-

pared to all the images in the same test set. It is defined by the following equation: 

Accuracy = Number of correctly predicted images 

                   Total number of tested images 

The Receiver Operating Characteristics (ROC) curve was used to plot the performance 

of accuracy rate.  

 4.4.3.2 Confusion Matrix  

In machine learning, an evaluation of a classification algorithm's performance is done 

using a table called a confusion matrix. The effectiveness of a classification algorithm is 

displayed and summarized via a confusion matrix. The performance of a trained model is 

determined by how good the predictions reflect the actual classes. The evaluation meas-

urements are given in the following terms: 

I.  FP = False positive means observations where the actual class is negative, and 

the predicted class is positive.  

II. TN = True negative means observations where the actual and predicted class is 

negative.  
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III. TP = True positive means observations where the actual and predicted class is 

positive.  

IV. FN = False negative means observations where the actual class is positive, and 

the predicted class is negative.   

 

 

Table 4.1 Confusion Matrix 

4.5 Conclusion 

This chapter has discussed the four main stages of our suggested method namely: seg-

mentation, feature extraction, CNN design and detection. In the segmentation step, the 

MRI images were resized, The MRI images were then fed to CNN model to detect images 

and produce the accuracy rate and confusion matrix. This chapter also discussed the 

dataset, implementation tools and procedures used to implement the proposed system. 

 

4.6 Summary 

Brain images using MRI was obtained from Kaggle publicly available dataset. The dataset 

was divided into two folders, infected and not infected images. The CNN model was im-

plemented using python programming language due to its libraries that were created to 

aid data scientists, particularly when it comes to data processing, modelling, and data 

visualization. Segmentation was used to resize the images since the dataset contains 

images of different sizes which can influence results accuracy erroneously by producing 

misleading results such as false positives and false negatives. A CNN's building blocks 
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are convolution layers, pooling layers and fully connected layers. The model's perfor-

mance was evaluated by its accuracy rate and confusion matrix.
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CHAPTER 5: RESULTS 

 

5.1 Introduction  

This chapter describes the implementation and evaluation of results of CNN model for 

detection of cerebrovascular disease in the brain. The segmentation methods, the pa-

rameter settings of the model and the results analysis are described. The Receiver Op-

erating Characteristics (ROC) curve was used to plot the performance of accuracy rate 

of the model and confusion matrix was also used to measure the performance of the CNN 

model. 

5.2 Segmentation 

This section answered the first research objective, Automate the process of brain crop-

ping from brain images. 

Digital image processing and analysis frequently employ the technique of segmentation, 

which is frequently based on the characteristics of the pixels in the image [40]. Segmen-

tation divides an image into various parts or areas. In this study segmentation was used 

to resize the images with different width and height as shown in figure 5.1. Fitting the 

CNN model with images of different sizes may cause high deformation of features and 

patterns which may affect accuracy of the results. We applied the segmentation steps 

below to all the images in the dataset to resize the images to a fixed size to lessen the 

probability of deformation: 

I. Crop the image's most crucial portions.  

II. To resize the images to have an equal width and height 

III. Use normalization to bring pixel values within the 0 and 1 range. 

 

Figure 5.1 to figure 5.4 below shows the steps that were followed when resizing the im-

ages.  



46 
 

 

Firstly, one image was chosen to illustrate how the segmentation of resizing an image is 

done. The image was imported from the dataset as shown in figure 5.1 below. 

Step1 The original image from the dataset 

  

Figure 5.1 original image 

The second step is to segment the image. This process was computed using the convex 

hull of the brain. A binary image's convex hull is the collection of pixels included in the 
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smallest convex polygon that encircles every white pixel in the input [50] and is outlined 

in aqua color in figure 5.2 below.  

 

Figure 5.2 biggest contour 

The third step is to find the coordinates of the extreme points on the contour. Contour is 

the line connecting all the points along an image's edge that have the same intensity [58]. 

For the purposes of object detection, estimating the size of a target object, and form anal-

ysis, contours are helpful, which are the x-coordinates (west and east) and the y-coordi-

nates (north and south), after, a circle was drawn for each extreme points as detailed 

below: 

X- coordinates: West=blue and East= green 

Y-coordinates: North=red and South=yellow  

As shown by figure 5.3 below. 

  

Figure 5.3 extreme points 
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The final step is to use the thresholding method to segment the brain from the rest of the 

image. Thresholding is a method used to convert a full-color or grayscale image into a 

binary image [40]. In order to facilitate image processing, this is frequently done to seg-

regate an object or foreground pixels from background pixels. The study computed the 

thresholding method by cropping the images to size 240 width and 240 height because 

the more pixels per inch, the finer the detail on the image and larger the fixed size of 

images, the less shrinking required. Less shrinkage results in less distortion of the image's 

internal characteristics and patterns. This will lessen the deterioration of classification ac-

curacy brought on by deformations. figure 5.4 below shows the cropped image. 

 

Figure 5.4 cropped image 

50 images from the yes folder which contains the MRI images that are infected by cere-

brovascular disease and no folder which contains images that are not infected by cere-

brovascular disease were chosen by the researcher to show the results of the segmen-

tation method. Figure 5.5 show 50 images which are infected by cerebrovascular disease 

and figure 5.6 show 50 images which are not infected by cerebrovascular disease. 



49 
 

 

Images that are infected by cerebrovascular disease have the presence of blood clot on 

the image of the brain as shown below. 
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Figure 5.5 Images infected by cerebrovascular disease  

Images that are not infected by cerebrovascular disease don’t have blood clot on the 

image of the brain as shown below.  

 

Figure 5.6 Images not infected by cerebrovascular disease 
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5.4 CNN Model 

This section answered the second and the last research objectives, Implement CNN to 

detect any abnormalities from brain images and to test the CNN model to see if it pro-

duces accurate results. 

CNNs are a subset of deep learning methods that have been popular in a variety of com-

puter vision applications and are drawing interest from a wide range of industries, includ-

ing radiology. Convolution layers, pooling layers, and fully connected layers are just a few 

of the building pieces that CNN employs to automatically and adaptively learn spatial 

feature hierarchies through backpropagation. This section explains the source code and 

the results that were found while building the CNN detection model of cerebrovascular 

disease. 

 

Figure 5.7 building the model 

Figure 5.7 illustrate the source code that was used to build the CNN model. The input 

shape that was fed to CNN model is as follows, image width (240), image height (240) 

and there are stored as (240,240,3) they are used to extract neighbouring pixels. CNN 
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model had convolutional layer with a spatial filter of 32. A max pooling layer with a pool 

size of (4x4), came after the convolutional layers.  

 

Figure 5.8 output of the CNN model 

 

The output of every Convolution layer of 2 Dimensional (Conv2D) and height dimensions 

tend to decrease as you get deeper into the network, as shown above. The first option 

regulates how many output channels each Conv2D layer has. Typically, we can afford 

(computationally) to add more output channels in each Conv2D layer as the width and 
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height decrease. The network summary reveals that before passing through one Dense 

layer, the outputs of (14, 14, 32) were flattened into vectors of shape (6273). 

  

Figure 5.9 Epochs 

Figure 5.9 shows the number of batches of data from our training and validating set that 

should be supplied to the model before announcing the completion of an epoch which for 

training is 50 steps per epoch and for validating is 25 since dataset in training is not equal 

to the dataset in validation subfolder, and 30 batches will cover the whole training and 

validation dataset. 
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Figure 5.10 training epoch 

Our output in figure 5.10 shows that this model performed admirably on the training set, 

with accuracy exceeding 80% and loss coming very close to zero. 
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Figure 5.11 accuracy model 

 

Figure 5.12 model loss 

 



56 
 

Figure 5.11 and Figure 5.12 above displays the accuracy and loss of the CNN model on 

the training and validation dataset. The plot above is based on 16 epochs since the model 

was trained using model.Fit() function, this made the history to only contain the metric 

values of the first 16 epochs. The model was trained over 30 iterations, and the study 

determined the accuracy of training and validation considering the binary problem, the 

loss of training and validation considering the binary problem, and the accuracy of training 

and validation considering the multiclass problem, as well. Each curve that is presented 

is derived from the history of the Keras model, which computes accuracy and loss for 

each epoch that the network completes. By contrasting the anticipated class with the ac-

tual class, accuracy is determined. The cross-entropy value between the predicted class 

and the actual class is used to calculate loss. 
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Figure 5.13 confusion matrix for validation accuracy 

The confusion matrix in figure 5.13 was based on 30 images in the validation dataset 

folder. The results are as follows: 17 were true positively detected, 2 were false positively 

detected, 3 were false negatively detected and 28 were true negatively detected. The 

designed CNN model has a validation accuracy rate of 90%.  
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Figure 5.14 confusion matrix for test accuracy 

The confusion matrix in figure 5.14 shows that 4 out of 5 images in the test dataset folder 

were correctly detected (true positive and true negative) and 1 out of 5 images was incor-

rectly detected (false positive and true negative). The designed CNN model has a test 

accuracy rate of 80%.   

 5.5 Discussion  

This study trained, validated, and tested the CNN model for detecting cerebrovascular 

illness using publicly available data from Kaggle. However, the dataset came with images 

of different sizes, therefore, the dataset was resized to 240*240 pixels to avoid high de-

formation of features and patterns. The input shape that was fed to CNN model was as 

follows, image width(240), image  height(240) and there are inputted as(240,240,3) they 

are used to extract neighbouring pixels. CNN model had convolutional layer with a spatial 

filters of 32. A max pooling layer with a pool size of (4x4) came after the convolutional 

layers. The 3-dimensional matrix was flattened into a 1-dimensional vector as a result of 
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the CNN model's output, called flatten layer. Subsequently, a dense fully connected layer 

with one neuron with a sigmoid activation since this is a binary detection task. 

The evaluation results show that the CNN model detect cerebrovascular disease suc-

cessfully with validation accuracy rate of 90% and test accuracy rate of 80%. The results 

were illustrated on ROC and confusion matrix. The existing studies on cerebrovascular 

disease detection used binary method which uses pixels to decide if the patient has the 

disease or not and they also used morphological operation which uses erosion and dila-

tion, However, both studies do not outperform this study since their methods do not show 

accuracy rate and confusion matrix which may help in interpreting the images. This also 

showed that the CNN model implemented in this study can detect cerebrovascular dis-

ease successfully, but when we compare our findings to other studies that used CNN to 

detect diseases like pneumonia and breast cancer, the results of pneumonia were 95% 

accurate and the results of breast cancer were 92% accurate, so our study needs to be 

improved since we got 80% accuracy rate from the test dataset.  

 5.6 Conclusion  

segmentation was used to resize the images since the dataset came with images of dif-

ferent sizes which could have influenced the results accuracy erroneously by producing 

misleading results such as false positives and false negatives. The CNN model was used 

to predict whether the MRI images have cerebrovascular disease or not. The model have 

successfully detected the images with a validation accuracy rate of 90% and test accuracy 

rate of 80%. This study outperforms existing studies on cerebrovascular disease detec-

tion since this study shows accuracy rate and confusion matrix.  

5.7 Summary 

The dataset was resized to equal width and height of 240 using the segmentation pro-

cess. The input shape that was fed to CNN model was as follows, image width (240), 

image  height(240) and there were inputted as(240,240,3), they are used to extract neigh-

bouring pixels. The evaluation results show that the CNN model detect cerebrovascular 

disease successfully with validation accuracy rate of 90% and test accuracy rate of 80%. 
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The results were illustrated on ROC and confusion matrix. This also showed that the CNN 

model implemented in this study can detect cerebrovascular disease successfully. 
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CHAPTER 6: CONCLUSION 

 

 6.1 Introduction 

Our study focused on detecting cerebrovascular disease using CNN model. This section 

summarizes the study's findings and offers suggestions for additional research that builds 

on the previous work. Presenting gaps in the current study may be accomplished by in-

cluding a section on future research. 

 6.2 Research Summary 

The aim of the study was to detect cerebrovascular disease from brain images using CNN 

as indicated in chapter 1. We wanted to develop a CNN model that will produce accuracy 

rate and also show the confusion matrix which may help radiologists in interpreting the 

images. Detection of cerebrovascular disease from brain images using CNN was imple-

mented on Jupyter notebook using python computer vision in windows 10 operating sys-

tem and MRI brain scans were collected from the Kaggle public dataset.  

The first objective was to automate the process of brain cropping from brain images, we 

did this by using segmentation method since the dataset came with images of different 

sizes which could have influenced the results accuracy erroneously by producing mis-

leading results such as false positives and false negatives. The first step was to import 

the original image from the dataset, the second step was to segment the image using 

convex hull process to collect the pixels included in the smallest convex polygon that 

encircles every white pixels in the input, the third step was to find the coordinates of the 

extreme points on the contour and the last step was to use the thresholding method to 

segment the brain from the rest of the image. This objective was achieved because we 

managed to resize all the images in the dataset to a width and height of 240. 
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The second objective was to implement CNN model to detect any abnormalities from the 

brain images, we did this by using a number of building blocks, such as convolution lay-

ers, pooling layers, and fully connected layers, to develop a CNN model that would auto-

matically and adaptively learn spatial hierarchies of feature through backpropagation. 

Image width (240), image height (240), and number of channels (3) are the input shapes 

that were fed to the CNN model and they are utilized to extract nearby pixels. Convolu-

tional layer with 32 spatial filters. A max pooling layer with a pool size of (4 x4), came 

after the convolutional layers. The output of the CNN model, flatten layer, flattened the 3-

dimensional matrix into a 1-dimensional vector. A dense fully connected layer with one 

neuron with sigmoid activation is utilized because this is a binary detection challenge. 

This objective was achieved because the CNN model that was implemented managed to 

detect abnormalities and produced accuracy rate and confusion matrix. 

The third objective was to test the CNN model to see if it produces accurate results, we 

tested the model using images from the test dataset. The evaluation results shown that 

the CNN model detected cerebrovascular disease successfully with a test accuracy rate 

of 80%. The confusion matrix shown that 4 out of 5 images in the test dataset folder were 

correctly detected(true positive and true negative) and 1 out of 5 images was incorrectly 

detected (false positive and true negative). This objective was achieved because the CNN 

model produced accuracy rate and confusion matrix. 

The results were illustrated on ROC and confusion matrix. CNN model implemented in 

this study can detect cerebrovascular disease successfully, however, when we compare 

our results to other studies that used CNN to detect diseases such as pneumonia and 

breast cancer detection, the results of pneumonia was 95% accurate and breast cancer 

was 92% accurate, therefore, which means our study need to be improved since we got 

80% accuracy rate from the test dataset [10], [11]. The study results also showed that the 

CNN model might be the best AI model to detect cerebrovascular disease.  

6.3 Recommendations 

I. Many aspects such as network architecture, activation functions, regularization 

mechanisms, and optimization techniques, among other CNN related topics, have 
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all been improved. The rigorous demand that CNNs receives images of the same 

size has not, however, received much attention. In other words, CNN detection 

requires that all images be resized to a given size. This study resized the images 

to equal size. Our future work focuses on finding other alternatives ways to fed 

CNN model images of different sizes even if it means that CNN be reformed. 

 

II. The training procedure could be improved by using a larger MRI dataset. These 

techniques could also be used to solve other, more challenging, and clinically sig-

nificant medical imaging issues that require research.    

6.4 Conclusion 

The study aim was to implement the CNN model for detection of cerebrovascular disease. 

The CNN model was trained using the images with cerebrovascular disease and images 

without cerebrovascular disease so that the model can tell if the image presented has 

cerebrovascular disease or not. Our study showed that the CNN model can successfully 

detected cerebrovascular disease with high validation accuracy rate of 90% and test ac-

curacy rate of 80%.
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