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Abstract 

Li2MnO3 has been identified as a promising cathode material for secondary lithium-ion 

batteries due to its high theoretical capacity, nontoxicity and low cost. However, its application 

is hindered by structural transformations that lead to poor cycle capabilities. Cationic dopants 

have been used to reduce the collapse of the structure and they tend to improve the 

performance of cathode materials. As such, it is highly desirable to identify new doped 

structures as a remedial technique to optimize the properties of Li2MnO3. 

Firstly, the structural, electronic and mechanical properties of pristine Li2MnO3 were 

investigated. All calculations were carried out using VASP and PHONON codes as 

implemented in MedeA software, employing the density functional theory with Hubbard 

correction (DFT+U). The equilibrium lattice parameters were obtained by performing full 

structure optimization of Li2MnO3 and the results agreed well with those reported 

experimentally and in literature. The predicted heat of formation was negative indicating that 

the structure is thermodynamically stable. Furthermore, phonon dispersion curves showed 

no negative vibrations suggesting dynamic stability. The elastic constants revealed that the 

Li2MnO3 structure is mechanically stable. 

Secondly, the cluster expansion formalism was used for the generation of Li2Mn1-xNixO3, 

Li2Mn1-xCoxO3, Li2Mn1-xCrxO3 and Li2Mn1-xRuxO3  new phases with different concentrations 

and symmetries. The binary phase diagram predicted Li2Mn0.83Ni0.17O3, 

Li2Mn0.5Co0.5O3, Li2Mn0.5Cr0.5O3 and Li2Mn0.5Ru0.5O3 as the most stable phases of doped 

Li2MnO3. Lastly, Monte Carlo simulations were used to identify the ordered to disordered 

transition temperatures. Monte Carlo simulations produced thermodynamic properties for 

Li2Mn1-xNixO3, Li2Mn1-xCoxO3, Li2Mn1-xCrxO3 and Li2Mn1-xRuxO3  systems for the entire range 

of transition metals concentrations obtained from cluster expansion and it demonstrated that 

Li2Mn1-xNixO3, Li2Mn1-xCoxO3, Li2Mn1-xCrxO3 and Li2Mn1-xRuxO3 systems are phase separating 

systems at 0 K but changes to mixed systems at approximately 700 K-1700 K range which 

was confirmed by constructing the phase diagrams of all the four mixed systems. This 

validation will provide valuable insights which will guide experiments on where phase 

separation and mixed phases tend to occur in Li2Mn1-xNixO3, Li2Mn1-xCoxO3, Li2Mn1-xCrxO3 

and Li2Mn1-xRuxO3 systems. 
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The findings show the usefulness of combing CE and MC simulations when searching for 

new stable multi-component materials. The structures generated in this study may be useful 

in future as electrode materials in lithium-ion materials. 
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Chapter 1 : Introduction 

This chapter contains a detailed introduction to this work, the background and its objectives. 

The battery and its applications will be discussed, and previous studies on doping are also 

reviewed. The rationale and objectives of this study are also stated. Finally, there is a brief 

outline of the entire dissertation. 

1.1. General introduction 

Due to the increase in population and developments in technology, there is an ever-

increasing demand for energy and the need for high-energy storage materials has become 

more prevalent. This is resulting in the rapid massive consumption of fossil-fuel resources [1, 

2]. Rising energy demands and the depletion of fossil-fuel resources necessitate the pursuit 

of sustainable energy solutions, which include both renewable energy sources and 

sustainable storage technologies. To reduce the emission of greenhouse gases, the 

exploitation of renewable energy sources and storage is urgently needed, which demands a 

reliable and eco-friendly energy storage system [3]. As a result, new materials with improved 

properties for energy storage devices are required. Material abundance, environmentally 

friendly synthetic techniques, and life-cycle analyses must all be considered while designing 

novel electrochemical storage devices [3, 4, 5]. 

Lithium-ion batteries are widely used as energy storage systems to power equipment 

because of their high specific energy density and power density, long service life, low self-

discharge rate and lack of memory effect [6]. However, their low energy density makes them 

too limited for high-power applications such as electric vehicles (EV). Additionally, for high-

power applications, power density, cycling life and safety concerns are raised. As a result, 

further advancements in lithium-ion battery materials development engineering are required 

[7]. 

Cathode materials have a significant impact on the performance and safety of lithium-ion 

batteries. Currently, the most common cathode materials in commercial lithium-ion batteries 

are LiCoO2, LiMn2O4 and LiFePO4 [8]. LiCoO2 surface reactivity and instability limit its 

practical capacity to approximately 140 mAh/g, which is half of its theoretical value (273 

mAH/g) [9]. On the other hand,  the olivine LiFePO4 and spinel LiMn2O4 have received 

https://www.sciencedirect.com/topics/engineering/energy-storage-system
https://www.sciencedirect.com/topics/engineering/flux-density
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attention due to their excellent cyclic performance, environmental friendliness, and low cost. 

Their low energy densities, however, limit their applications [10]. As a result, significant efforts 

have been made to investigate alternative cathode materials to improve the energy density 

of these rechargeable batteries. 

The layered lithium-rich cathode material Li2MnO3 has piqued the interest of researchers in 

recent years due to its high theoretical specific capacity of 459 mAh/g, good environmental 

benignity, an abundance of Mn, and high operating voltage [11]. However, its application is 

hampered by low practical specific capacity and structural degradation during cycling [12]. In 

previous studies, Li2MnO3 has been known to be electrochemically inactive, however, a study 

by Kalymati et al. was the first to negate the findings [13]. Nowadays it is commonly accepted 

that the structure can undergo electrochemical cycling if it is activated by chemical or 

electrochemical means [14]. During the activation process, the surface oxygen is released 

from the crystal lattice, the Mn is driven into the Li layer and the structure gradually transforms 

from layered into spinel structure resulting in increased resistance, capacity decay and 

reduced lifespan of the battery [15, 16]. Moreover, the oxygen produced can cause ignition 

and even explosion, so LMO has been classified as a hazardous material [17]. 

Extensive efforts have been made to address these issues, with doping emerging as the most 

promising solution. The doping approach has been used in an attempt to inhibit structural 

transformation in the initial stages of cycling. Numerous studies of transitional metals (Ru, 

Fe, Ni, Co, Ti, Cr, Cu, V, T, Nb, and Zn) doping have been reported [18, 19, 20, 21, 22]. The 

studies show improvements in electrochemical properties, but the capacity retention remains 

too low for practical applications [23].  

1.2. General background of batteries 

1.2.1. Brief description of a battery 

A battery can be defined as a collection of one or more electrical cells that convert chemical 

energy into electrical energy [4]. There are two major classes of batteries: primary and 

secondary batteries. Primary batteries are those which cannot be recharged because the 

chemical reaction within them cannot be reversed. Secondary batteries are rechargeable and 

can be used repeatedly. Lithium-ion batteries are secondary batteries that store energy 
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chemically via a redox reaction involving lithium intercalation between the cathode and 

anode. The lithium ion moves back and forth between the anode and cathode as the battery 

is discharged/charged. A lithium-ion battery comprises a cathode, anode, electrolyte, and 

separator [24]. When the battery is charged, the lithium ions in the cathode material migrate 

through the separator to the anode with the flow of charging current through the external 

circuit. In the opposite direction, the lithium ions in the anode migrate through the separator 

to the cathode material with the flow of discharging current through the external circuit.  The 

electrodes are not in direct contact but are electrically connected by the electrolyte while the 

separator stops the mixing between the two but allows the flow of ions [25]. 

1.2.2. Applications 

Lithium-ion batteries are one of this era’s widely used electrochemical storage systems, 

known for among others, powering countless portable electronics, power tools, hybrid electric 

vehicles (HEV), and the electric grid. This varied range of applications is because of Li-based 

chemistry, which provides low redox potential and thereby increases the energy and power 

density of the system. Additionally, their long cycling life and are lightweight [26, 27]. 

 

Figure 1.1: Applications of lithium-ion batteries 
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1.3. Literature review 

1.3.1. Structural properties 

Li2MnO3 structure is described by the space group C2/m, in a monoclinic cell with parameters  

ɑ= 4.937 Å, b= 8.532 Å, c= 5.030 Å,  β= 109.46⁰ and α=γ= 90⁰. Figure 1.2 shows the modelled 

structure of Li2MnO3. Lithium ions occupy the 2b (0, 1/2, 0), 2c (0, 0, 1/2), and 4h (0, 0.6606, 

1/2) sites, the manganese ions the 4g (0, 0.16708, 0) site, and the oxygen ions the 4i (0.2189, 

0, 0.2273) and 8j (0.2540, 0.32119, 0.2233) sites. It has an O3-type structure, which can be 

redefined as Li[Li1/3Mn2/3]O2. The transitional metal layer is composed of monovalent lithium 

and tetravalent manganese, with Li and Mn ions occupying octahedral sites in a 1:2 ratio. 

The lithium and transition metal layers are alternately arranged [28]. 

 

Figure 1.2: Crystalline structure of layered Li2MnO3 

1.3.2. Layered-spinel transformation 

Li2MnO3 was initially thought to be electrochemically inactive because oxidation of the Mn4+ 

cation to the higher +5 in its octahedral environment during lithium extraction in the first 

charge cycle is unlikely. Recent research has shown that Li2MnO3 can be electrochemically 

activated at 4.5 V against lithium. Several delithiation mechanisms have been proposed. Yu 

et al. [29] proposed a first charging mechanism characterized by: (1) simultaneous extraction 

of Li from the Li and the mixed metal cation layers (2) retention of the +4 oxidation state of 

Mn, and (3) charge compensation via loss of oxygen or reaction with the electrolyte. However, 

during cycling, the monoclinic structure gradually transforms into a cubic spinel structure [29]. 
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The first-principle study by Okamoto [30] found that the Mn contribution in charge 

compensation during lithium extraction increases as the ratio of oxygen vacancies increases 

and linked the two to the significant decrease of Li-ion extraction potential. 

Li2MnO3 is a promising cathode material for next-generation lithium-ion batteries. However, 

the electrochemically activated Li2MnO3 faces an irreversible structural transformation due to 

the loss of lattice oxygen during the early stages of charging, as shown in Figure 1.3. . The 

oxidation of Mn4+ to Mn5+ in an octahedral environment is difficult, the origin of 

electrochemical activity of Li2MnO3 is primarily attributed to the removal of an electron from 

active oxygen p band near Fermi level. It was also discovered that peroxide (O2
2-) and 

superoxide (O2
-) intermediates could form during delithiation. The formed phase has a Li-

defect spinel structure, indicating that delithiation results in Mn migration from the transition-

metal layer to the Li layer, as well as oxygen release. This layered-to-spinel phase transition 

is an important bulk process in Li2MnO3 activation. Mn remigration occurs during lithiation in 

the first discharge, and the layered structure is formed again with significant disordering. After 

a few cycles, the defect spinel structure becomes more oxygen-deficient and has a lower Mn 

valency. As a result, the amount of Li inserted decreases, corresponding to the capacity and 

voltage fading observed in Li2MnO3 [14, 31, 32]. 
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Figure 1.3: Schematic illustration of layered to spinel transformation in Li2MnO3 during the 

initial cycle and after multiple cycles [14]. 

1.3.3. Doping Li2MnO3 

Doping has been shown to be an effective method of optimizing operating voltage, capacity 

retention, charge transport, and phase stability in most cathode materials [21]. There are two 

types of doping: interstitial doping and substitutional doping. An interstitial dopant occupies 

an octahedral or tetrahedral hole in the lattice between atoms, whereas a substitutional 

dopant replaces one of the atoms in the host lattice. The atomic size and electronic properties 

of the foreign element in substitutional doping are similar to those of the parent material [33]. 

In previous reports substitutional doping was used, one Mn ion at the 4g position was 

replaced by a dopant. It has been shown that Mn sites are thermodynamically favoured by 

most cationic dopants [34]. Furthermore, it was discovered that replacing Mn in the LMO with 

transition metals such as (Ni, Co, Cr, or Ru) could form strong bonds with the oxygen atoms 

of the LMO, reducing oxygen production and improving other restrictions to some extent. 
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A DFT+U study presented by Lanjan et al. [35] showed that replacing 50% Mn with Ni or Co 

lowers the band gap and consequently increases the conductivity of Li2Mn0.5TM0.5O3. The 

study further demonstrated that the introduction of these dopants stabilises Li2Mn0.5TM0.5O3 

by preventing the spontaneous removal of oxygen during charge/discharge thus making the 

material safer to use. 

Moreover, a DFT study by Kong et al. [36] illustrated that structures of Li2MnO3 doped with 

Ni, Ru or Co are thermodynamically stable with positive heats of formation. They also 

discovered that Ni and Ru doping inhibit the formation of electron polarons while increasing 

their conductivity.  Mori et al. [18]  introduced Ru to Li2MnO3 and found that Li2Mn0.4Ru0.6O3 

showed a discharge capacity of 192 mAh/g in the initial cycle and retains approximately 88% 

of the primal capacity after 10 cycles at 0.1 C. Kim et al. [21] have investigated the effects of 

various transition metal elements that could as dopants to replace some Mn-ions, and the 

tests reveal that Li2MnO3 with 1% Cr substitution exhibits a large initial discharge capacity of 

234.9 mAh/g which is higher than the pristine material, but the capacity retention ratio is only 

72% after 10 cycles at a lower current density of 0.05 C. According to the study by Gao et al. 

[22], Mo doping is beneficial for improving both dynamic and thermodynamic properties of 

Li2MnO3 by narrowing the band gap and increasing electronic states near the Fermi level.  

An experimental Ni doping study conducted by Lee’s [37] group showed improved redox 

reaction and long-term cycle with mitigated voltage decay.  

1.4. Rationale 

The development of high-energy density cathodes for lithium-ion batteries (LIBs) is of great 

interest. In recent years, layered Li-rich Li2MnO3 materials have attracted much attention as 

potential cathode materials for lithium-ion batteries. In comparison with traditional cathodes, 

they have a higher specific capacity and a higher working voltage. Li-rich cathode materials 

have some challenges to overcome before they can be used in practical applications. Their 

electrochemical performance still needs to be improved in terms of energy density, long-term 

cycling stability, and rate capability [38]. 

Li2MnO3 exhibits significant improvements when doped with either metal or transitional 

metals. Dopants play a role in the early stages of delithiation by providing charge 

compensation and bulk electronic conduction mechanisms, allowing the lattice oxygen to be 



  8 

 

oxidized later. Non-oxygen redox couples facilitate lithium removal and improve overall 

cycling performance [12, 13]. Ni, Co, Cr and Ru have been chosen as transition metals of 

interest in this study because they have similar ionic radii as Mn atoms [35]. The Ru doping 

in Li2MnO3 provides cycling stability due to the presence of a Ru+4/Ru+5 redox couple [39]. Ni 

promotes the formation of smooth Li percolation paths, thus increasing the number of active 

Li ions and improving the charge−discharge capacity [40]. Cr can form stronger Cr–O bonds, 

therefore stabilising the local structural oxygen and hindering the structural transition of 

Li2MnO3 during delithiation [23]. Co could suppress the structure change from layered to 

spinel and enhance the cycling performance [34]. However,  in all these studies only a certain 

percentage of the dopant was introduced to the Li2MnO3, and one or two phases were 

evaluated. 

In the current study, the stability of pristine Li2MnO3 will be investigated using density 

functional theory with Hubbard correction (DFT+U). Three properties will be used to 

investigate its stability namely, structural, mechanical and electronic properties. In structural 

properties, the equilibrium lattice parameters and heat of formation will be used to determine 

its thermodynamic stability, whereby the structure will be considered stable if the heat of 

formation is negative. Furthermore, calculations of the density of states will be performed. 

Electronic state behaviour near the Fermi level with respect to band gaps will be observed. 

Lastly, the mechanical properties of Li2MnO3 will be investigated. This will be achieved by 

performing phonon dispersion calculation, which plays an important role in determining the 

vibrational properties of the material. Lastly, elastic constant, bulk Modulus, Shear modulus 

and Young’s modulus are calculated to evaluate the elasticity of Li2MnO3. 

Computational modelling techniques, such as ab-initio and atomistic simulation, have 

provided valuable insights into a variety of materials. Such methods individually play distinct 

roles along time and length scales of modelling. Ab initio methods tend to be more accurate, 

but they are limited to smaller systems and currently do not effectively address the thermal 

properties of  larger systems [41]. Ab initio methods are therefore impractical for materials 

discovery applications, which require large-scale simulations of the material's phase space. 

An alternative technique that has proven useful is the Cluster Expansion technique [42].  

The Cluster Expansion (CE) technique allows calculations of ground state energy, as well as 

many other thermodynamic properties, based on data from a small group of alloys similar to 
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the alloy under consideration. This study will employ the Universal Cluster Expansion 

(UNCLE) package to configure, construct and automatically converge cluster expansions for 

Li2MnO3 systems in order to produce unique structures and perform thermodynamic analysis 

of these structures. This method is well-established for alloys [43]. The dopants will be 

introduced without removing any ions at the Mn site. There are currently no studies reported 

on doping Li2MnO3 with the technique. The cluster expansion technique has been used in 

other materials such as La1/3NbO3 [44] and Mg-Sn [45]. 

1.5. Objectives 

The objectives of this study are to: 

i. perform first-principle calculations on pristine Li2MnO3 and determine its structural, 

mechanical, and electronic properties. 

ii. employ cluster expansion to generate new stable phases of doped Li2MnO3. 

iii. use Monte Carlo (MC) simulations to investigate thermodynamic properties of the 

new doped Li2MnO3 structures. 

1.6. Outline 

This dissertation entails  5 chapters as follows:  

Chapter 1 consists of a general introduction of the study, applications, properties, structural 

aspects, and intention of the study.  

Chapter 2 discusses the theoretical aspects and methodology used throughout this work. 

Chapter 3 presents the calculations in detail, results and discussions on structural properties 

lattice parameters, volume, electronic properties, and mechanical properties of Li2MnO3. 

Chapter 4 focuses on cluster expansion and Monte Carlo results on the phase stability of 

doped Li2MnO3. 

Chapter 5 is the summary and conclusion of the entire study. 
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Chapter 2 : Methodology 

2.1.  Introduction 

This chapter provides a high-level overview of the computational theories and methodologies 

employed in this study. Computational simulations are used to investigate a material's 

structure, chemical, electrical, optical, and magnetic properties. The approach has been used 

in solid state physics, chemistry, and materials science to predict the real situation by 

presenting physical systems as models of different systems. 

2.2. Density functional theory 

Density functional theory (DFT) is a quantum mechanical theory used in physics and 

chemistry to study the electronic structure and ground-state properties of many body 

systems. This theory is based on a formula by Hohenberg and Kohn [46] Sham in the 1960s 

using two theorems to provide the foundation of accurate calculations. The first theorem 

states that for every system of interacting particles in an external potential 𝑉(𝑟), the external 

potential is uniquely determined by the ground state density. This theorem provides an 

important basis for simplifying many-body systems using electron density functionals.  

𝐸 = 𝐸[𝜌]    (2.1) 

Where 𝐸 is the total energy and 𝜌 is the electron density. 

In DFT, the total electron density is decomposed into one-electron densities composed of 

one-electron wavefunctions. The idea of using electron density as a fundamental quantity in 

the quantum mechanical theory of matter dates back to the early days of quantum mechanics 

in the 1920s, especially the work of Thomas and Fermi [47]. However, in the decades that 

followed, Hartree-Fock’s approach, developed and applied to small molecular systems, 

became dominant [48]. Calculations on realistic solid-state systems were then out of reach. 

In 1951, Slater [49] used  the electronic gas idea to simplify Hartree-Fock’s theory so that the 

electronic structure of solids could be calculated. Slater's work, which led to the so-called 𝑋𝛼 

method,  contributed greatly to the development of electronic state calculations. In solid-state 

systems, the electron density is a scalar function defined at each point 𝑟 in real space,  

𝜌 =  𝜌(𝑟)     (2.2) 
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Electron density and total energy depend on the type and configuration of the nucleus. 

Therefore, one can write  

( )    RrEE ,=
      (2.3) 

where the set {𝑅𝛼} denotes the positions of all atoms in the system under consideration. 

Equation (2.3) is key to understanding the electronic, structural, and dynamic properties of 

matter at the atomic level. This allows efficient searches for stable structures and, among 

other things, the investigation of dynamic processes such as diffusion and reactions of 

molecules on surfaces. Most of the considerations discussed here are based on the Born-

Oppenheimer approximation [50], which assumes that electron motion is infinitely faster than 

that of atomic nuclei. 

In DFT, the total energy is decomposed into three contributions, kinetic energy, Coulomb 

energy due to classical electrostatic interactions between charged particles in the system  

and the exchange-correlation energy that captures all many-body interactions.  

𝐸 =  𝑇0 + 𝑈 +  𝐸𝑋𝐶     (2.4) 

Where 𝑇0  is the kinetic energy, 𝑈 is the Coulomb energy and 𝐸𝑋𝐶 is the exchange-correlation 

energy. It is purely classical and includes the electrostatic energy resulting from Coulomb 

attraction between electrons and nuclei, repulsion between all charges, and repulsion 

between nuclei. It can be written as follows: 
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 where 𝑒 proton's elementary charge and 𝑍𝛼
′ is the atomic number of the atom 𝛼. The 

summation spans all atoms and the integral spans the entire space. If the electron densities, 

atomic numbers, and positions of all atoms are known, equations (2.6) to (2.8) can be 

evaluated using classical electrostatics techniques. 
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In DFT, the ‘real’ electrons of a system are replaced by ‘effective’ electrons with the same 

charge, mass and density distribution. However, effective electrons move as independent 

particles within the effective potential, whereas the 'real' electron motion correlates with the 

motion of all other electrons. 𝑇0 is referred to as the sum of kinetic energies of all effective 

electrons moving as independent particles. Often this distinction between real and effective 

electrons is not made explicit. 

If each effective electron is described by a single particle wave function, 𝛹𝑖 then the kinetic 

energy of all effective electrons in the system is given by the following equation. 
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    (2.9) 

Equation (2.9) is the sum of the expectation values of one-particle kinetic energies 𝑛𝑖 denotes 

the number of electrons in the state 𝑖,  𝛹𝑖 is a single particle wave-function and [ 
−ℏ2

2𝑚
 ∇2 ] is 

the time-dependent Schrödinger equation. By construction, the dynamical correlations 

between the electrons are excluded from 𝑇0.  

The third term of Equation(2.4) which is called the exchange-correlation energy, 𝐸𝑥𝑐 includes 

all remaining complicated electronic contributions to the total energy. The Hohenberg-Kohn-

Sham theorem [51], which is a central part of density functional theory, states that the total 

energy is at its minimum value for the ground state density and that the total energy is 

stationary with respect to first-order variations in the density as shown in equation 2.10. 
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                            (2.10) 

In conjunction with the kinetic energy, the one-particle wave-function 𝛹𝑖(𝑟) generates the 

electron density.  

( ) ( )=
i

ii rnr
2


                                       (2.11) 

where 𝑛𝑖 denotes the occupation number of the eigenstate 𝑖, which is represented by the 

one-particle wave function 𝛹𝑖. By construction, 𝜌(𝑟) in Equation(2.11) is the exact many-

electron density. 

The goal of the next step is the derivation of equations that can be used for practical density 

functional calculations. The variational condition Equation(2.10) can be used to derive the 

conditions for the one-particle wave-functions that lead to the ground state density. To this 
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end, one substitutes Equation(2.11) in Equation(2.10) and varies the total energy with respect 

to each wave function. This procedure leads to the following equations:  

[
ℏ2

2𝑚
△2+ 𝑉𝑒𝑓𝑓(𝑟)]𝜑𝑖(𝑟) = 𝜀𝑖𝜑𝑖(𝑟)       (2.12)      

Where  

𝑉𝑒𝑓𝑓(𝑟) = 𝑉𝑐(𝑟) + 𝜇𝑥𝑐[𝜌(𝑟)]                         (2.13) 

Equation(2.12) and Equation(2.13) are called the Kohn-Sham [52] equations. The electron 

density, which corresponds to these wave-functions, is the ground state density which 

minimizes the total energy. As a consequence of the partitioning of the total energy (2.4), the 

Hamiltonian operator in the Kohn-Sham Equation (2.12) and Equation (2.13) contains three 

terms, one for the kinetic energy, the second for the Coulomb potential and the third for the 

exchange-correlation potential. The kinetic energy term is the standard second-order 

differential operator of one-particle Schrödinger equations, and its construction does not 

require specific knowledge of a system.  

In contrast, the Coulomb potential operator, 𝑉𝑐(𝑟) and the exchange-correlation potential 

operator, depend on the specific electron distribution in the system under consideration. The 

Coulomb or electrostatic potential 𝑉𝑐(𝑟) at point 𝑟 is generated from the electric charges of all 

nuclei and electrons in the system. It can be evaluated directly in real space using equation 

2.13 as follows: 
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In condensed systems it is more convenient to use Poisson's equation shown in 2.15  

( ) ( )rqerVC

22 4−=
               (2.15) 

to calculate the electrostatic potential. Here, 𝑞(𝑟) denotes both the electronic charge 

distribution 𝜌(𝑟) and the positive point charges of the nuclei at positions 𝑅𝛼. The exchange-

correlation potential is related to the exchange-correlation energy by equation 2.16 below.  
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Equation (2.16) is formally exact in the sense that it does not contain any approximations to 

the complete many-body interactions. Therefore, from the above discussions, the Kohn-

Sham total energy functional can be expressed as;  
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In practice, however, the exchange-correlation energy (and thus the exchange-correlation 

potential) is not known, and one has to make approximations which will be discussed in the 

next section.  

2.3. Approximation methods 

2.3.1. Local density approximation 

Local density approximation (LDA) is a set of approximations to the 𝐸𝑥𝑐 functional in DFT 

that is determined by the electronic density at each point in space. LDA demonstrates that 

𝐸𝑥𝑐 is similar to that for a locally uniform electron gas with similar density in regions where 

there is slow variation in charge density [53]. Several different schemes have been 

developed to obtain approximate forms of functional exchange-correlation energies. The 

simplest and most accurate approximation for nonmagnetic systems is to assume that the 

exchange-correlation energy depends only on the local electron density d(r) around each 

volume element. The local density approximation (LDA) shows the correct summation rule 

for exchange-correlated holes [54]. In the local density approximation the exchange-

correlation energy is given by equation 2.18: 

  ( ) ( )  drrrE xcxc  0

                                    (2.18) 

 Where 𝜌(𝑟) is the electron density while 𝜀𝑥𝑐
0  denotes the exchange-correlation potential. The 

exchange-correlation energy arises from the known consequence of multi-electron 

interactions in constant density electron systems (homogeneous electron gas).  

 

The exchange-correlation energy of a whole molecule or solid is integral to the contributions 

from each volume element. LDA is based on two basic assumptions. LDA is based upon two 

basic assumptions; the first being that exchange and correlation effects are mainly from the 

immediate locality of the point 𝑟  and the second being that these exchange and correlation 

effects are slightly independent of the alteration of the electron density in the locality of 𝑟 

[55]. The fulfilment of these two conditions results in the same contribution from the volume 

element 𝑑𝑟 as if this volume element was surrounded by a constant electron density 𝜌(𝑟) of 

the same value within 𝑑𝑟.  
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For this study, the LDA+U method was used which has been widely implemented to correct 

the approximate DFT 𝑥𝑐 functional. The LDA+U method works in the same way as the 

standard LDA method to describe the valence electrons. However, for the strongly correlated 

electronic states (𝑑 and 𝑓 orbitals), the Hubbard model is implemented for more accurate 

modelling. Therefore, the total energy of the system (𝐸𝐿𝐷𝐴+𝑈) is typically the summation of 

standard LDA energy functional (𝐸𝐻𝑢𝑏) for all the states and the energy of the Hubbard 

functional that describes the correlated states. Based on the simplified 𝐿𝐷𝐴 + 𝑈 form, it has 

been customary to utilise the effective 𝑈 parameter as shown in equation 2.19, instead of 

the interaction 𝑈 parameter. 

𝑈𝑒𝑓𝑓 = 𝑈 − 𝐽                                                        (2.19) 

Where the  ′𝐽′ parameter is known as the exchange interaction term which accounts for 

Hund’s rule coupling. 

2.3.2. Generalized gradient approximation 

Gradient-corrected density functional as suggested by Perdew [56], Becke [57], Wang [58] 

and Perdew, Burke and Ernzerhof [59] offer a remedy to the LDA discussed above. The basic 

idea of these schemes is the inclusion of terms in the exchange-correlation expressions that 

depend on the gradient of the electron density and not only on its value at each point in space. 

Therefore, these corrections are also sometimes referred to as ‘non-local’ potentials.  

Table 2.1 gives the form suggested by Becke (1988) for the exchange part and Perdew 

(1986) for the correlation. Energies are given in Hartree atomic units; the units for the electron 

and spin densities are numbers of electrons / (Bohr radius)3. The constant b in Becke's 

formula is a parameter fitted to the exchange energy of inert gases. The explicit form of the 

functions f and g in Perdew's expression for the correlation energy is given in the original 

paper by Perdew [59]. While dissociation energies calculated with these corrections rival in 

accuracy the best post-Hartree-Fock quantum chemistry methods, gradient corrected density 

functional calculations are computationally much less demanding and more general. Gradient 

corrected density functionals have been studied extensively for molecular systems, for 

example by Andzelm and Wimmer [60].  

 

The results are very encouraging, and this approach could turn out to be of immense value 

in providing quantitative thermochemical data. The one-particle eigenvalues obtained from 
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the gradient-corrected exchange-correlation potentials are not significantly different from the 

LDA eigenvalues. Therefore, these potentials do not (and are not intended to) remove the 

discrepancy between calculated and measured energy band gaps. 

Table 2.1: Gradient-correction to the total energy for exchange by Becke and correlation by 
Perdew. 

                                                          
G

c

G

xLSDGGA EEEE ++=
 

Becke (1988) 

Gradient-

corrected 

exchange 

 −+
=

 

 dr
xbx

x
bEG

x 1

2

sinh61
 

=


= orx 







3

4

 

Perdew (1986) 

Gradient-

corrected 

correction 

 

( ) ( )

 =
−


drefE

gG

c

2

,




 

 

The use of GGA has little influence on local properties and tends to overestimate the bond 

lengths and cell parameters but does lead usually to a significant improvement in global 

changes in the total energy, such as those that result when two atoms combine to make a 

molecule. In this work, we used the Perdew Burke Ernzerhof [59] form of the LDA+U, which 

was designed to be more robust and accurate for metallic systems. 

 

2.4. Plane-wave pseudopotential method 

2.4.1. Plane-waves and pseudopotentials 

Plane-waves and pseudopotentials are hallmark methods of calculating the electronic and 

atomic structures of interfaces, and they also form a very natural alliance. They are so 

fundamental that their strength and weakness deserve special attention. In the plane-waves 

pseudopotential method, the model system is constructed in a 3D periodic supercell which 

allows Bloch’s theorem to be applied to the electron wave-functions: 
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𝛹𝑛,𝑘(𝑟) =  𝑢𝑛,𝑘(𝑟)𝑖𝑘𝑟                                              (2.20) 

The function 𝑢(𝑟) has the periodicity of supercell. It can be of any suitable mathematical form 

and usually one chooses a series expansion in terms of a set of basis functions. Plane-waves 

are used for this expansion so that each single-electron wave-function 𝛹𝑛𝑘  is written as 

follows: 

( ) ( ) ( )( ) += .rGkieGur knkn ,,

                                      (2.21) 

The 𝜇𝑛𝑘 are the expansion coefficients. The wave-vectors 𝐺 are such that the plane-waves 

are commensurate with the supercell. Both the number of 𝐺-vectors in the sum and the 

number of 𝑘 ,𝑠 considered should in principle be infinite. The exponential term is a plane-

waves of wave-vector 𝑘 which must be commensurate with the entire system (i.e., not just 

the periodically replicated cell). For an infinite system, there is an infinite number of 𝑘 vectors, 

at each of which solutions for 𝛹𝑛𝑘 exist. This simply reflects the fact that the number of 

electrons is infinite. However, a great simplification comes about when one realises that the 

change in 𝛹𝑛𝑘 with 𝑘 becomes negligible for 𝑘-points that are close together. This means that 

one may calculate at a finite number of 𝑘-points. We speak of this idea as 𝑘-point sampling. 

 

The set of vectors {𝐺}, on the other hand, should in principle be infinite to obtain an exact 

representation of the wave-function. This is never necessary because summing over a finite 

number of 𝐺’s will yield sufficient accuracy. Plane-waves basis set has many advantages 

such as unbiased, completeness, single convergence criterion, mathematical simplicity and 

their derivatives are products in k-space and independence of atomic positions. On the other 

hand, they have disadvantages such as the number of plane-waves needed to be determined 

by the greatest curvature of the wave-function and empty space having the same quality of 

representation and cost a region of interest. The advantages speak for themselves, for 

example the first three indicate that one can always ensure that the basis set is adequate for 

a calculation by increasing the number of plane-waves until the quantity of interest stops 

changing. In other words, the quality of the basis set depends on a single parameter, usually 

expressed as the energy of free electrons whose wave-function has the same wave-vector 

as the largest wave-vector in the plane-wave basis. 
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All plane-waves of ‘energy’ less than the cut-off energy 𝐸𝑐 are used in the expansion. The 

mathematical simplicity of plane-waves means the method is easier to implement, crucially 

so for the calculation of ionic forces which adds little complexity or cost to the calculation. 

Equally important in this context is the origin-less nature of plane-waves. Their independence 

from atomic positions means that the forces do not depend on the basis set, there are no 

‘Pulay’ or ‘wave-function’ forces [61]. Even more important, new developments are easiest in 

plane-wave codes. An idea to calculate property is most rapidly realised in a plane-wave 

basis and even if other methods catch up in time, the plane-wave approach remains as the 

reference. From a computational viewpoint, the first of the disadvantages appear to be very 

serious.  

2.4.2. Pseudopotential approximation 

The rapid oscillations of the wave-functions near the nucleus, due to the very strong potential 

in the region and the orthogonality condition between different states, mean that a very large 

cut-off energy and hence basis set would be necessary. Fortunately, the study of physics and 

chemistry shows that the core electrons on different atoms are almost independent of the 

environment surrounding the atom and that only the valence electrons participate strongly in 

interactions between atoms. Thus, the core electron states may be assumed to be fixed and 

a pseudopotential may be constructed for each atomic species which takes into account the 

effects of the nucleus and core electrons [62].  

The pseudopotential approximation allows the electronic wave-functions to be expanded 

using a much smaller number of plane-wave basis states. It is well known that most physical 

properties of solids are dependent on the valence electrons to a much greater extent than on 

the core electrons. The pseudopotential approximation exploits this by removing the core 

electrons and replacing them with strong ionic potential using a weaker pseudopotential that 

acts on a set of pseudo wave-functions rather than the true valence wave-functions. An ionic 

potential, valence wave function and corresponding pseudopotential and pseudo wave 

functions are illustrated in figure 2.1. The valence wave-functions oscillate rapidly in the 

region occupied by the core electrons due to the strong ionic potential in the region. These 

regions maintain the orthogonality between the core wave-functions and the valence wave-

functions, which is required in Pauli’s exclusion principle [63].  
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Figure 2.1: Schematic illustration of all-electron (solid lines) and pseudo-electron (dashed 

lines) potentials and their corresponding wave functions [64] 

The pseudopotential is constructed in such a way that its scattering properties or phase shifts 

for the pseudo wave-functions are identical to the scattering properties of the ion and the core 

electrons for the valence wave-functions, but in such a way that the pseudo-wave-functions 

have no radial nodes in the core region. The phase shift produced by the ion core is different 

for each angular momentum component of the valence wave function and so the scattering 

from the pseudopotential must be angular momentum dependent. The most general form for 

pseudopotential is 

=
lm

lNL lmVlmV

                                                  (2.23) 

Where 
lm

 are the spherical harmonics and 𝑉𝑙 is the pseudopotential for angular momentum 

𝑙. Acting on the electronic wave function with this operator decomposes the wave function 

into the spherical harmonics, each of which is multiplied by the relevant pseudo-potential 𝑉𝑙. 

A pseudo-potential that uses the same potential for all  angular momentum components of 

the wavefunction is called a local pseudopotential. The pseudopotential is just a function  of  

distance from the nucleus. Local potentials can be used to generate any given phase shift for 

all angular momentum states. However, there are limitations in matching the phase shift to 

various angular momentum states while preserving the important smoothness and weakness 
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of the pseudopotential. Without a smooth and weak pseudopotential, it becomes difficult to 

expand the wave-function using a reasonable number of plane-wave ground states. 

 

2.5. k-sampling 

Electronic states are allowed only at a set of k-points determined by the boundary conditions 

that apply to the bulk solid. The density of allowed k-points is proportional to the volume of 

the solid. The infinite numbers of electrons in the solid are accounted for by an infinite number 

of k-points and only a finite number of electronic states are occupied at each k-point.  

The Bloch theorem [65] changes the problem of calculating an infinite number of electronic 

wave-functions to one of calculating a finite number of k-points. The occupied states at each 

k-point contribute to the electronic potential in the bulk solid so that in principle an infinite 

number of calculations are needed to compute this potential. However, the electronic wave-

functions at k-points that are very close are identical. Hence it is possible to represent the 

electronic wave-functions over a region of k-space by the wave-functions at the single k-point. 

In this case, the electronic states at only a finite number of k-points are required to calculate 

the electronic potential and hence determine the total energy of the solid.  

Methods have been devised for obtaining very accurate approximations of the electronic 

potential from a filled electronic band by calculating the electronic wave-functions at special 

sets of k-points. The two most common methods are those of Chadi and Cohen [66] and 

Monkhorst and Pack [67]. Using these methods, the electronic potential and the total energy 

of an insulator can be obtained by calculating the electronic states at a very small number of 

k-points. A denser set of k-points are required to calculate the electronic potential and the 

total energy of a metallic system in order to define the Fermi surface precisely. 

However, the computational cost of performing a very dense sampling of k-space increases 

linearly with the number of k-points in the Brillouin zone (BZ). Density functional codes 

approximate these k-space integrals with a finite sampling of k-points. Special k-points 

schemes have been developed to use the fewest possible k-points for a given accuracy, 

thereby reducing the computational cost. The most commonly used scheme is that of 

Monkhorst and Pack [67]. 
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2.6. Planewave Pseudopotential Code VASP 

In this study, only one planewave pseudopotential code i.e. Vienna Ab-initio Simulation 

Package (VASP) [68] was employed. In section 2.6.1 below, a brief explanation of the code 

is given. The VASP code has been used to determine the equilibrium lattice parameters, the 

heats of formation, the elastic constants and the phonon dispersions for the Li2MnO3 

structure. The density of states was also calculated using VASP and all the results calculated 

are presented in chapter 3. 

2.6.1. VASP Code 

The VASP code [69] is a software package for performing ab-initio quantum mechanical 

molecular dynamics (MD) using pseudopotentials and plane wave basis sets. The VASP 

approach uses a finite temperature local density approximation (using the free energy as the 

variable) and an accurate determination of the instantaneous electronic ground state at each 

MD step using an efficient matrix diagonalization scheme and an efficient Pulay mixing based 

on the evaluation. These methods circumvent all the problems encountered with the original 

Car-Parrinello method. This method is based on the simultaneous integration of the electron 

and ion equations of motion. Interactions between ions and electrons are described using the 

ultra-soft Vanderbilt pseudopotential (US-PP) or Projector Augmented Wave (PAW) methods 

[70]. Both techniques can significantly reduce the number of plane waves required per atom 

of transition metals and first-row elements. VASP makes it easy to calculate forces and 

stresses. This can  be used to relax atoms to their instantaneous ground state. 

2.7. PHONON code 

The computational programmes used to determine phonons are VASP, Wien2K, Phonon etc. 

However, the phonon spectrum can be investigated within the framework of direct methods 

implemented in the phonon program written by Krzysztof Parlinski [71]. This method is based 

on the calculation of the interatomic forces in the supercell with the periodic boundary 

conditions. The Hellmann-Feynmann forces are obtained using one of the density functional 

theory codes like VASP, Wien2K or SIESTA. The direct method called Phonon code has 

been used to calculate the phonon dispersion curves and phonon density of states in 

numerous crystals, multilayers, and surfaces. Phonon code is a software for calculating 
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phonon dispersion curves, phonon density spectra of crystals, crystals with defects, surfaces 

and adsorbed atoms on surfaces from either a set of force constants or from a set of 

Hellmann-Feynman forces calculated within an ab initio program. 

 Phonons play an important role in solids and determine the thermal properties of all kinds of 

materials. They also build a crystal structure using one of the 230 crystallographic space 

groups to find the force constant from the Hellmann-Feynman forces, builds the dynamical 

matrix, diagonalise it and calculate the phonon dispersion relations and their intensities [72]. 

Phonon finds the polarization vectors and the irreducible representations (Gamma point) of 

phonon modes and calculates the total and partial phonon density of states. It plots the 

internal energy, free energy, entropy, heat capacity and tensor of mean square 

displacements (Debye-Waller factor). Phonons find the dynamical structure factor for  

coherent inelastic neutron scattering and the cross-section for incoherent double differential 

scattering. 

2.8.  The Cluster Expansion 

Modern DFT methods can compute material properties with reasonable to high accuracy 

(depending on the quality of the approximation of exchange and correlation effects). In 

contrast, standard DFT applications are limited to unit cells of a few hundred atoms. Brute 

force modelling of alloys with different atomic concentrations and crystal structures would 

require a large number of very large supercells. Of course, such a procedure is impractical. 

Cluster expansion combined with Monte Carlo simulations offers a  strategy to overcome this 

limitation [73]. 

The idea behind CE is to use a linear combination of interacting building blocks or figures to 

describe each configuration-dependent property of the system. Configuration is the 

distribution of atoms on a particular lattice. The energy σ of a particular configuration  is then 

written as a number or sum of pairs, triplets, quadlets, etc. known as  clusters. It was 

demonstrated [73] that such an expansion exists, if mathematically, the expansion goes over 

all configurations (i.e., atomic distributions). For practical reasons, the expansion must be 

restricted to relatively small clusters for the expansion to converge numerically. If the input 

for the convergent cluster expansion is provided by the DFT computation, the accuracy of the 
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DFT computation can be transferred to systems with 104–106 atoms. A lot of research has 

been done on binary bulk systems (e.g., [74] [75] [76]). 

2.8.1. Basic Principles of the Cluster Expansion 

An optimized cluster expansion produces a set of effective cluster interactions that can be 

used in large-scale Monte Carlo simulations to study order-disorder phenomena and phase 

separation processes as a function of temperature. On a basic lattice, various atoms such as 

𝐴-type and 𝐵-type, are distributed on the elementary lattice and define a structure 𝜎, which is 

a periodic arrangement of 𝐴 and 𝐵 atoms. This configuration is described by the pseudo-spin 

operator 

σ𝑞 = ±1         (2.24) 

and has a value of +1 if atom 𝐴 is at position 𝑞 and -1 if  atom 𝐵 is at position 𝜎. 

 

Figure 2.2: a. Basic lattice b. Configuration and c. Cluster interactions 

The energy  associated with a structure 𝜎 (𝜎) can be described by extending the cluster 

interactions and their respective interaction energies 𝐽  using the equation: 

(2.25) 

The first term 𝐽0 in the equation represents a constant contribution that is independent of 

configuration. The second term is concentration dependent and is a sum over all 𝑁 sites of 

structure 𝜎 with onsite energy 𝐽1 times the pseudo spin operator 𝜎 at each site 𝑖.  Further 

terms describe  cluster interactions between multiple locations, such as 2-body interactions 

𝐽ij and 3-body interactions 𝐽ijk. They contain the spin product 𝜎i𝜎j... over all the 𝑓 vertices of 

the cluster multiplied by the effective cluster interaction energy 𝐽ij... summing all  possible 
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ways in which the cluster can be placed on the lattice of the structure 𝜎. In other words, the 

energy  of structure 𝜎 is split into clusters with  associated effective interaction energies. A 

central problem in cluster expansion is to find a universal set of interactions that best 

describes a particular model. To achieve this, it is convenient to rewrite equation (2.25) in a 

more compact form 

                                               (2.26) 

The cluster expansion equation adds up the product of cluster 𝐶’s interaction energy 𝐽C with 

its correlation function, 

                                         (2.27) 

a sum over all the possible ways a cluster 𝐶 with 𝑓 vertices can be placed on the 𝑁 sites of 

the structure. In the correlation function the spin product 𝜎1 …𝜎f  goes over all 𝑓 vertices of 

the cluster. Only symmetry inequivalent clusters are now considered and clusters included in 

an expansion can be collected by the vector 𝐶 = {𝐶1,…, 𝐶n}. 

2.8.2. The UNCLE-Code 

The current work’s CE calculations were performed using the program package UNiversal 

CLuster-Expansion (UNCLE) [77] which was developed by the group of S. Müller. The code 

uses genetic algorithms to perform full CE fit and can predict  ground states for systems with 

up to three or more elements. To derive the temperature results, a T>0 Monte Carlo 

simulation is implemented. This accounts for configuration entropy. The following diagram 

shows the working scheme of the cluster expansion. 
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Figure 2.3: Self-consistent working plan as used by UNCLE for the cluster expansion for 

finding new input structures [77] 

2.8.3.  Selecting the Input Structures 

A key task of convergence CE is to ensure that the  effective interaction energies associated 

with the chosen numbers are independent of the training set. To avoid choosing the wrong 

inputs and misinterpreting the whole system, UNCLE adjusts the energies of other structures 

on the set of chosen sets. When new structures can  be designed and  they are energetically 

below the existing ground state line, they are recomputed by the DFT, resulting in a new set 

of input structures. This process is  repeated with a new set of figures. This cycle is repeated, 

as shown in figure 2.3 , letting the current cluster expansion itself pick new structures to add 

to the database. Such an iterative approach  has the advantage of producing a reliable ground 

state line and a  set of figures that yields accurate results. 

2.8.4.  Genetic Algorithm 

Hart et al. [78] pioneered the use of a genetic algorithm for CE minimization. In this approach, 

the figure list is represented as a binary string. A figure used is denoted by the value 1, 

otherwise,  the value is 0. Additionally, the interaction energy is also encoded as a binary 

string. The combination of both binary strings containing the numbers used and their 
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interaction energies becomes the genetic ‘DNA’ of the solution whose fitness is described by  

CVS. A high CVS compared to other solutions indicates a poor fit for this solution.  

A ‘population’ of different npop  solutions is formed and the fitness of each individual solution 

is calculated. From these npop individuals, only the best fit nfit (0 < nfit < npop) individuals are 

selected and proceed to the next iterative process. Other npop-nfit solutions are replaced by 

‘descendants’ of the best surviving ‘parent’ solution. Their ‘DNA’ is made by two different 

processes, outlined in Figure 2.4: 

•Crossover combines the 'DNA' of two randomly selected 'parent' solutions to create 

'offspring' 'DNA'. This consumes the 'DNA' of the 'parent' solution  up to the crossover point. 

Then the ‘DNA’ of the second ‘parent’ is used. 

• In mutation, a random binary bit of the ‘DNA’ string is flipped from one state to the other, 

i.e., 1  0 or 0  1. 

 

Figure 2.4: Illustration of the genetic algorithm 

In an example of crossover is given. The two ‘parent’ solutions marked red, and green are 

used to generate offspring solutions. The diagram shows the mutation. A random bit in a 

binary string flips to its opposite state. As a result, the suitability of the new ‘population’ 

created by this process can be re-evaluated, and the whole procedure  repeated until a 

solution with a sufficiently small  CVS is found. 
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This method will always yield a minimum. However, it is unclear whether a local or global 

minimum has been discovered. As a result, it is best to perform several separate CEs and 

choose the solution with the lowest CVS as the final solution. Therefore UNCLE can be set 

up to do the procedure automatically by performing a number of steps sequentially and only 

save the best-yielded solution at the end. 

2.8.5.  Running the Cluster Expansion 

After convergence of the genetic algorithm, a set of figures is selected that best represents 

the system. This set predicted all DFT-derived ground-state energies for the initial input set 

and produced the lowest SCV. Structures that were not part of the  input set of the GA run 

are now correctly predicted. The ECI derived from the fit is used to describe all possible 

system structures in the given parent lattice. If the heat of formation of any of these structures 

is less than the heat of formation of the ground state line defined by the DFT input data, then 

the structure is included in the extended input set. As a result, the DFT computes the heat of 

formation  and adds it to the list of input structures. A new GA is created using this extended 

input set. This procedure is repeated until the CE no longer predicts a new ground state. The 

result is the stable structure of the system and the final ground state line. 

 

Figure 2.5: Ground state line of the binary Li2Mn1-xNixO3 systems for a bcc-parent lattice. 
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At the red line is the defined DFT grounded-state line, where lies the structures with the lowest 

formation energies, the green blocks denote the DFT results taken as an input for the CE and 

the green crosses represent the energies predicted by CE. 

2.8.5.1.  Miscible Constituents 

If a model has miscible constituents, the structures with energies close to the ground states, 

that is those structures with the lowest heat of formation at a given concentration, are the 

most important ones, and the CE should be the most accurate for those. To achieve this, 

structures predicted by the CE to be more favourable (with a lower Δ𝐻f) but not yet in the 

training set are added to it. This is repeated iteratively until no new structures are predicted 

to be more favourable by CE than those already included in the training set. At this point, the 

CE has converged, and the thermodynamically stable structures have been identified among 

all structures considered by the CE. 

 

Figure 2.6: Binary ground state diagram illustrating miscible constituent 

2.8.5.2.  Miscibility Gap 

If the model is phase separated, there are no stable ordered structures other than the two 

pure phases, and all structures are equally important for cluster expansion. Therefore, the 

process of selecting structures to add to the training set should improve the quality of  CE for 

all structures considered, regardless of their formation energy Δ𝐻f. 



  29 

 

To determine how good (or bad) the energies of the structures are predicted by the cluster 

expansion the stochastic nature of the genetic algorithm is used. Multiple cluster expansions 

are run using the same training set. These multiple 𝐽’s predict the energies of all considered 

structures and the standard deviation of the predicted energies is calculated. The structures 

with the highest standard deviations are  the ones that explain CE as the poorest. As a result, 

they are iteratively added to the training set. 

 

Figure 2.7: Binary ground state diagram illustrating miscibility gap 

2.9.  Monte Carlo Simulations 

The cluster expansion requires effective interaction energies (ECIs), which in the present 

case were derived from standard DFT calculations. Strictly speaking, DFT total energies are 

only valid at T=0 K. To include temperature effects, one might think first about configurational 

entropies, which in this work are included by performing Monte Carlo calculations based on 

the cluster expansion results. Another very important temperature effect arises from 

vibrational entropy. This can be derived from DFT calculations of well-chosen displacements, 

as reported by Reith et al. [79]. This is computationally expensive for the ternary case and is 

well beyond the scope of a senior thesis. In that case, the ECI is temperature-dependent, so 

is the overall CE.  
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In the current work, the Monte Carlo (MC) method is applied without lattice vibrations. The 

Monte Carlo method (MC) is a probabilistic method and  is widely used in statistical 

thermodynamics. Its main uses are approximating integrals, computing averages, and finding 

global minima in phase space. Often only 21 samples are considered because it is  very 

difficult or even impossible to cover the entire phase space. This sample selection is the most 

important point in the simulation. In  so-called simple or naive MC, samples are chosen 

randomly. This method is not very efficient for tasks such as finding  global minima, as the 

selected phase points are distributed throughout the  phase space. With such a distribution, 

the probability of jumping into the global minimum is very small. The improvement is a well-

weighted sample of  points in phase space, which  leads to a global minimum. This way, low-

weight points in the phase space are ignored. Such  MC simulations are useful for describing 

thermodynamic systems at finite temperatures as they can derive the constitutive entropy. 

To illustrate the application of MC in combination with Cluster Extension (CE), the basic 

principles along with the implementation of MC  in the UNCLE code will be described. 

2.9.1. Random Walks and Markov chains 

As mentioned before, sample selection is a key point for finding the thermodynamic 

properties of the system under investigation. MC uses a random method of changing points 

in  phase space. By applying the so-called random walk strategy, each point has the same 

probability of being selected as the next point to be considered. The corresponding transition 

probability P depends  only on the current point in the phase space and not on the previously 

selected n-2 points. This description of  transition probabilities is called a Markov chain. 

𝑃( 𝐾𝑛 = 𝑖 ∣∣ 𝐾𝑛−1 = 𝑗 ∣∣. . . ∣∣ 𝐾0 = 1 ) = 𝑃( 𝐾𝑛 = 𝑖 ∣∣ 𝐾𝑛−1 = 𝑗 ) = 𝑃𝑖𝑗  (2.28) 

Assuming that each transition probability P can be written as Pij(n) a matrix containing the 

transition into each point of phase space can defined as 

𝑃 = (
𝑃11 ⋯ 𝑃1𝐾

⋮ ⋱ ⋮
𝑃𝐾1 ⋯ 𝑃𝐾𝑘

)                                                            (2.29) 

 

Since this matrix is probabilistic, two conditions must be met: 
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1. The elements of the matrix are probabilities, so all elements must be positive,  Pij ≥0. 

2. The probability of changing position in phase space must be 1. This means ∑ 𝑃𝑖𝑗𝐾
𝑗=1 =1, 

where i is the current point and K is the number of points in phase space. 

The next step in the random walkthrough phase space is to define the stationary probability 

that point i will be occupied after n steps: 

wi(n) = P (Kn = I)                                                    (2.30) 

Now, the stationary probability vector w(n) is defined whose components are the probabilities 

of arriving at each point of the entire phase space, 

w(n) = (w1(n),w2(n)...wK(n))T                     (2.31) 

This vector must  again satisfy the conditional rule as the transition matrix P ≡ P ij. Knowing 

the probability w of a particular point in the phase space of step n, the probability of step n+1 

is  defined as 

𝑤𝑗(𝑛 + 1) = ∑ 𝑤𝑖(𝑛)𝑃𝑖𝑗

𝐾

𝑖+1

                                                     (2.32) 

which –in a matrix notation– looks like 

w(n + 1) = Pw(n) 

The vector w can now be constructed for s following steps by 

w(n + s) = Psw(n) 

which for n=0 is 

w(s) = Psw(0) 

At this point,  by knowing the probabilities of the points in the occupied phase space  and the 

initial transition probabilities, the probability distribution over the phase space after s steps 

can be predicted. Since each step has the same probability in the random walk approach, 

each element of the transition matrix and the stationary probability vector has traditionally 

been of the form 
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𝑃𝑖𝑗=

1

𝑘
, 𝑤𝑖 =

1

𝐾
                                                                         (2.33) 

To construct an efficient algorithm a weight for the transition to different points in the phase 

space has to be implemented. 

2.9.2.  Implementation of the MC Simulation in the UNCLE Code 

The UNCLE code allows MC calculations using grand canonicals and  canonical ensembles. 

The system involved in the calculation  is a box of atoms over a specified range, subject to 

periodic boundary conditions. A box is a unit cell. There are different implementations for both 

grand canonical and canonical calculations. 

2.9.3.  Grand-canonical Ensemble  

In grand-canonical ensembles, the system can be viewed as a crystal of interest associated 

with a reservoir of atoms that may propagate through the system.  

 

Figure 2.8: Visualization of  MC steps in UNCLE. A grand canonical simulation changes the 

properties of the atoms in the crystal. The canonical approach changes the position of two 

atoms in the crystal 

Overall, in both cases, the Boltzmann distributions of the old and  new systems are computed 

and compared to determine if the transition occurs. The number of atoms in the simulation 

box should remain constant. In other words, adding one atom requires removing another 

atom. The thermodynamics controlling the propagation of  atoms in and out of the box is the 

chemical potential μ. As the chemical potential of one type of atom  in the system increases, 
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the number of atoms of that type decreases. The reason  is that when one atom (such as 

atom A) is removed from the system and another atom (such as atom B) is added, the 

chemical potential changes by ∆μ = μA − μB. where the chemical potentials of μi are atomic 

species. The transition rate for changing configuration σ to σ' is defined as 

𝑃𝜎𝜎,
∗ = {

1         𝑖𝑓  𝜖 < 𝑒−(∆𝐸−∆𝜇)/𝑘𝑇

0        𝑖𝑓  𝜖 > 𝑒−(∆𝐸−∆𝜇)/𝑘𝑇 
                                     (2.34) 

 

where E = E(σ′) − E(σ). That is, if the energy of the system drops more than the change in 

chemical potential after atom exchange, the step is accepted, otherwise, it is compared with 

the random number above. The Ising model of cluster expansion allows us to easily change 

atom types at defined positions. Atoms are randomly selected and changing the spin variable 

obviously changes the atom type. In the next step, the energies of the simulated boxes were 

calculated using ECI so that the energy difference ∆E can be calculated.  ∆μ and the 

Boltzmann factor are also defined, since the atom-type chemical potential is an essential 

starting parameter. 

2.9.4. Canonical Ensemble 

In the canonical ensemble, the conserved quantity is the concentration of each atom type in 

the simulation box. At each step, the positions of two randomly selected atoms are 

exchanged. This changes the energy of the composition inside the box and the transition rate 

can be written as: 

𝑃𝜎𝜎,
∗ = {

1         𝑖𝑓  𝜖 < 𝑒−(𝐸(𝜎,)−𝐸(𝜎))/𝑘𝑇 

0        𝑖𝑓  𝜖 > 𝑒−(𝐸(𝜎,)−𝐸(𝜎))/𝑘𝑇 
                                (2.35) 

 

The random walkthrough phase space continues until a selected number of steps are taken 

or the energy change of the system falls below a certain numerical limit. 
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2.10.  Theoretical background of calculated properties 

2.10.1. Heat of formation 

Electronic structural calculations of varying rigor are now routinely used to calculate the total 

energy of materials. This opens up the possibility of estimating the stabilities of structures 

that are either experimentally unavailable or inaccessible. The heats of formation and 

associated entropies provide a fundamental understanding on stabilities and phase diagram 

construction. It is, therefore, critical to consider the heat of formation when researching the 

cathode material Li2MnO3 for lithium-ion batteries. The heat of formation is calculated using 

the following formula: 

f c i i

i

x =  −                                                        (2.36) 

where c  is the calculated total energy of the compound and i  is the calculated total energy 

of element i  in the compound. In this study, the equilibrium total energy of Li2MnO3   is 

calculated using VASP. The lower the heat of formation, the more stable the structure. 

2.10.2.  Elasticity 

From the standpoint of material physics, the elastic constants (Cij) contain some of the most 

vital information that can be easily obtained from ground state total energy calculations. If the 

elastic constants of a given crystal structure do not obey certain relationships, it cannot exist 

in a stable or metastable phase. Elastic constants, on the other hand, contain some of the 

most information about a material's strength against an extremely applied strain and serve 

as stability criteria in the study of mechanical stability structural transformation [80, 81]. 

Elastic properties are more important in understanding solid state physical, chemical and 

mechanical properties. They are related to various fundamental solid-state properties such 

as equations of states, interatomic potentials, phonon spectra, and lattice constants.  

The elastic constants of a material describe the response to an externally applied strain 

required to sustain deformation and are defined by the bulk modulus (B), elastic modulus (E), 

and isotropic shear modulus (G). They provide useful information about the strength of the 

material being investigated. Since first-principles calculations using periodic boundary 
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conditions assume the existence of a single crystal, all elastic constants can be obtained by 

direct calculation. The elastic constants calculations were introduced by Born [82]. The Born 

stability criterion is a set of Cij conditions related to quadratic changes in the internal energy 

of the forming crystal. Moreover, it was later shown that the region of Born stability is sensitive 

to the choice of coordinates [83]. 

Born conditions were found effective only for the unstressed system and inadequate for the 

stressed system [84]. Barron and Klein pointed out that the standard definition of the elastic 

constant derived from the Helmholtz free energy is not directly applicable to the study of the 

stress-strain relationship of a stressed system [85]. However, the elastic constants cannot be 

used as stability criteria for a stressed system as demonstrated by Wang et al. [84]. They 

proposed using the elastic stiffness modulus as a stability criterion for isotropic stress. For 

the anisotropic stress, a more general form from the path-dependent finite displacement was 

derived. Stability criteria are formulated in terms of elastic stiffness coefficients that determine 

the correct relationship between stress and strain at finite strain by considering both the 

internal and external work done during the deformation process [86]. This shows that a good 

generalization of the stress-free elastic constants valid for arbitrary stresses can largely 

determine the stability analysis. 

Bulk modulus [87] is one of the important parameters characterizing the physical properties 

of material systems, as it also measures the degree of stiffness or energy required to produce 

a given volumetric strain. The Shear modulus [88] describes the resistance to deformation 

induced by shear forces, and the elastic modulus reflects a material's resistance to uniaxial 

stress [89]. The bulk modulus maps the bonding properties of materials and is used as an 

indicator of material strength and hardness [90]. In addition, Pugh introduced the bulk-to-

shear modulus (B/G) ratio of the material. This ratio expresses that the shear modulus and 

compressive modulus represent the plastic's resistance to deformation and fracture. A higher 

B/G value indicates ductility, and a low B/G value indicates brittleness. The separation value 

for brittleness and ductility is 1.75 [91]. 
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2.10.3. Definition of elastic constants 

To determine the elastic constants of the crystal, the deformation of the unit cell uses the 

Bravais lattice vector R = (a, b, c) of the unperturbed unit cell R' = (a`, b`, c`). generated by 

the stress matrix 
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The deformation leads to a change in the total energy of the crystal 
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where E0 is the total energy of the unstrained lattice, V0 is the volume of the undistorted cell 

and the ijC  are the elements of the elastic constant matrix with a notation that follows standard 

convention. Both i and j run from 1 to 6 in the order {xx, yy, zz, yz, xz, xy}. The elastic tensor 

has 36 elements, the elastic constants and at most 21 of these are independent. 

2.10.4. Calculations of elastic constants 

The simplest case is the cubic system which has only three independent constants, C11 , C12 

and C44. This case is used to illustrate the way the stiffness matrix elements may be 

determined from strain fields of the form (2.34). If the applied strain is exx = e with all other ei 

equal to zero, the energy change is 2/2

11eCU = . This allows a unique determination of C11. 

If 2/eee zyyz == , with all other strain components zero, then 2/2

44eCU =  then C44 can be 

determined independently. The bulk modulus, B, is the response to a uniform compression 

so applying the strain field eeee zzyyxx ===  allows the computation of B  via the relation 
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2/2BeU = . Similarly, the shear modulus can be calculated by using the strain field 

2/; eeeee yyxxzz −=== , whereupon 2/'3 2eCU = . Finally, the off-diagonal stiffness matrix 

element C12 can be calculated using one or other of the relations. 

( )1211 2
2

1
CCB +=                                                    (2.39) 

 

( )1211
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1
' CCC −=                                                      (2.40) 

Using both relations helps to check  the accuracy of the calculations separately. The 

symmetric general formulation for the calculation of the elastic constants from the total energy 

calculation is given by Le Page and Saxe [92]. 

2.10.5. Elastic Constant Stability Conditions 

The elastic properties of single crystals are described by the elements Cij of the elastic tensor. 

For any material, both stress and strain have 3 tensile and 3 shear components, for a total of 

6 components. Therefore, according to the theory of elasticity, a 6 x 6 symmetric matrix with 

36 elements is required to describe the relationship between stress and strain. Due to the 

structural symmetry of crystals, some of the matrix elements are equal while others are fixed 

at zero. 

Monoclinic crystals have 13 independent elastic constants(C11, C22, C33, C12, C13, C23, C44, 

C55, C66, C15, C25, C35, C46). A monoclinic phase is considered stable if the following 

mechanical stability criteria are met. The monoclinic Born mechanical stability criterion [93] 

is given by: 
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The calculated elastic constants of the monoclinic phase allow macroscopic mechanical 

parameters, namely the isotropic bulk (B) and shear (G) moduli, to be obtained with the 

Voigt(V) approximation. The Young's modulus and Poisson's ratio of a crystal can be 

obtained by the following equations: 
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Where BV, BR, GV and GR are Voigt bulk modulus, Reuss bulk modulus, Voigt shear modulus 

and Reuss shear modulus respectively. However, Sij is the elastic compliance constant and 

can be obtained from elastic constants. 

The Hill approach is approximated as the average of Voigt and Reuss. The bulk and shear 

moduli of a material according to the Voigt-Reuss-Hill approximation [95] can be expressed 

as 
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2
1

VRH GGG +=                                                                     (2.49) 

The elastic modulus E is defined as the ratio of stress and strain and is used to provide a 

measure of the stiffness of a solid. The higher the E value, the harder the material. Poisson's 

ratio (v) refers to the ratio of transverse shrinkage strain to longitudinal  strain during 

stretching and reflects the stability of a crystal against shear. Therefore, the higher the 

Poisson's ratio, the better the ductility of crystalline metals at low temperatures. However, it 

is recognized that the bulk modulus B is a measure of resistance to volume change induced 

by external pressure. The macroscopically measurable quantities of a material are the shear 

modulus, i.e., the isotropic response to shear, the elastic modulus corresponding to the 

stress-strain ratio  of tensile force, the bulk modulus, Poisson's ratio, and the anisotropy 

constant. All of these are  important for technical and engineering applications. 

2.10.6. Phonon dispersion curves 

The phonon dispersion curve is defined as the k-wave vector dependence of the normal mode 

frequencies (k,j) for all branches and selected directions in the crystal. They play important 

roles in several physical properties of condensed matter physics, including mechanical 

stability, electrical conductivity, and thermal conductivity. These properties indicate excited 

states in the quantum mechanical quantization of the vibrational modes of the elastic 

structure of the interacting particles. The bifurcation of phonon dispersion behaviour reflects 

certain features of the crystal structure and interatomic interactions. However, they provide 

the most comprehensive and detailed information on the dynamic properties of crystals. The 

phonon vibration frequency is calculated as follows [96, 89]: 

 = 𝑣𝑠𝑞                                                                                          (2.50) 

where 𝑣𝑠 is the speed and q is the wave-vector of the lattice vibrations. 
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Crystals with more than one type of atom will display two types of vibrations ,i.e., optical Mode 

and acoustic Mode. Optical phonons arise from out-of-phase vibrations between adjacent 

atoms in the unit cell, whereas acoustic phonons cause in-phase vibrations. Also, the 

frequency of the acoustic mode is zero at q = 0 (the centre of the Brillouin zone ()), but the 

frequency of the optical mode is not. Acoustic and optical modes are divided into longitudinal 

and transverse modes. These are abbreviated as Longitudinal Acoustic (LA), Transverse 

Acoustic (TA), Longitudinal Optical (LO), and Transverse Optical (TO). Acoustic modes 

display a linear relationship between frequency and long-wavelength phonon wavevectors. 

Positive vibration frequencies indicate system stability and negative vibration frequencies 

(soft modes) indicate mechanical instability.  

2.10.7. Density of states 

The density of states (DOS) of a system represents the number of states available  per energy 

interval  at each energy level.  DOS indicates how dense the quantum states are in the 

system. Integration of DOS over the energy range yields a set of states: 

N(E) = ∫ g(E)dE
∆E

E
                                                  (2.51) 

where N (E) represents the charge carrier density and g(E)dE represents the number of 

states between E and dE. The density of states allows integration  with respect to electronic 

energies rather than integration over the Brillouin zone. Widely used for rapid visual analysis 

of  electronic structures. Properties such as the width of the valence band, the energy gap of 

insulators, and the number of significant feature strengths are useful for the interpretation of  

experimental spectroscopic data. The most accurate method used is based on linear or 

quadratic interpolation of the band energies between  reference points in the Brillouin zone. 

The most popular and reliable technique is based on tetrahedral interpolation. The most 

popular and reliable technique is based on tetrahedral interpolation. However, it is not 

suitable for the Monkhorst Pack grid of special points [67]. The VASP code uses a simplified 

linear interpolation scheme. This method is based on linear interpolation of the parallelepiped 

formed by the points of the Monkhorst Pack set, followed by histogram sampling of the 

resulting set of band energies. The literature shows that DOS is essential for determining the 

stability trend of structures with the same composition with respect to  EF. Theory holds that 

the elements with the highest density of states near EF are the least stable, while those with 
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the lowest density of states are the most stable [97, 98]. Moreover, the element with a greater 

contribution at the EF is the most active or reactive element. 
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Chapter 3 :  Structural, electronic and mechanical properties of 

bulk Li2MnO3 

The purpose of this chapter is to present the ab initio first-principle results of Li2MnO3 that 

have been obtained. Particularly, equilibrium lattice constants, heats of formation, density of 

states (DOS), elastic properties and phonon dispersion curves. The cell parameters and 

heats of formation play an important role in determining the structural stability of the system. 

These were determined by performing geometry optimization allowing the lattice and cell 

volume to change. Firstly, structural optimization calculations were performed to achieve the 

minimum total energy or ground-state before any properties can be calculated. Secondly, 

DOS calculations were performed to determine the nature of the crystal and its electronic 

conductivity. Lastly, the mechanical stability of Li2MnO3 was investigated using phonon 

dispersion curves and elastic constants. Phonon dispersion curves and elastic properties are 

performed under PHONON and VASP code discussed in chapter 2. 

3.1. Cut-off energy and the k-point convergence 

3.1.1.  Cut-off energy 

The cut-off energy (eV) is necessary to determine the accurate ground state for the system. 

To determine the appropriate cut-off energy (eV) of the Li2MnO3 structure, single-point energy 

calculations were performed for different kinetic energy cut-offs at the default number of k-

points mesh for the system within generalized gradient approximation in the form of Perdew-

Burke-Ernzerhof (GGA-PBE) correlation functional. The energy cut-off (eV) was then varied 

from 100 eV up to 900 eV with an increase of 100 eV each time at a fixed k-points mesh. In 

figure 3.1 the total energy (eV) versus the kinetic energy cut-off (eV) gave a constant slope 

with an energy change of less than 1 meV/atom which was found from 500 eV, then the cut-

off energy of 500 eV was chosen and used throughout the study as the energy convergence. 
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Figure 3.1: The variation of total energy as a function of cut-off energy 

3.1.2.  k-points 

In this subsection, the convergence of the total energies (eV) with respect to the k-point mesh 

is illustrated in Figure 3.3. The total energy (eV) calculations were set at fixed cut-off energy 

of 500 eV for each structure while the number of k-points mesh was varied. The total energy 

(eV) with respect to the number of the k-points mesh was considered converged when the 

energy change per atom (between two consecutive points) was within 1meV per atom. The 

separations were varied to find a suitable number of k-points mesh of the Li2MnO3 structure. 

The k-points mesh of 5x5x5 was chosen for the structure and used throughout the study.  
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Figure 3.2: The variation of total energy as a function of k-points 

3.2. Geometry optimization  

The geometry optimization for the Li2MnO3 structure was performed within the generalized 

gradient approximation (GGA) using the energy cut-off of 500 eV for all the structures. The 

lattice parameters of the structure were allowed to vary, thereby minimizing the structure to 

its stable form. The calculations were carried out until the system reached convergence. Total 

energy was used to calculate the heat of formation for the optimized structures, which was 

discussed in detail in the following section. 

3.3. Heat of formation of Li2MnO3 structure 

Table 3.1 lists the calculated and experimental lattice parameters, cell volumes and heats of 

formation of Li2MnO3. The calculated lattice parameters agree well with the experimental 

results. The heat of formation (ΔHf), which is the heat change when one mole of a compound 

is formed from the elements in their stable states, is essential in determining the structural 

stabilities of different crystal structures. The predicted ΔHf value is given in table 1, the lower 

the heat of formation, the more stable the structure. The calculations have predicted 
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structures with negative heat of formations, so the Li2MnO3 system is thermodynamically 

stable. 

Table 3.1: The equilibrium lattice parameters and heats of formation of bulk Li2MnO3 

 

 

  

Lattice parameters(Å)  

VASP                  EXP [28]  

 ∆Hf  (KJ/mol) 

  VASP              

Volume (Å
3
) 

  VASP           

Li2MnO3 a=4.9845                 4.8715  

b= 8.6121               8.5320 

c=5.0653                5.0300 

-874.417      204.7994 

 

3.4. Density of states 

Figure 3.3 shows the total density of states (TDOS) and partial density of states (PDOS) of 

Li2MnO3. The DOS calculations were calculated using the spin polarised local density 

approximation with Hubbard corrections (LDA+U). The high spin states are shown on the 

positive scale while the lower spin states are seen on the negative scale. Figure 3.3a 

indicates the total density of states and Figures 3.3b-d show partial densities of states of O, 

Li and Mn respectively. The total contributions of all atoms in the structure are indicated by 

the TDOS, whilst the PDOS indicates the contribution of individual atoms. 

It can be noted that the total and partial DOS are separated forming a small opening 

(pseudogap or band gap) near the Fermi level (Ef). The aspects of pseudo and band gaps 

are necessary for stability, where the shift of the Ef  with respect to the gaps plays an essential 

role in stability and change of coordination within the system. It is observed that, Li p-states 

give a large contribution to the total density of states around the fermi level, and minimal 

contribution from Mn and O states. The total DOS indicates that the p orbitals of Li and the 

O dominate at the Fermi energy level and the d orbital of Mn. Hence, from the total density 

of states (TDOS), it can be deduced whether the structure is metal, semi-conductor or 

insulator by measuring its band gaps. The gap in the conducting band at the right side of the 

Fermi level was found to be 1.89 eV, this means that the material is semiconducting. The 
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value of the bandgap is in excellent agreement with other reported values [23]. By comparing 

this bandgap with those of other cathodes, such as LiMnPO4 (3.948 eV) and LiFePO4 (3.29 

eV), it is clear that Li2MnO3 will have a higher conductivity [17, 99]. 

 

Figure 3.3: a. TDOS for bulk Li2MnO3 b. PDOS for O c. PDOS for Li and d. PDOS for Mn 

3.5. Elastic properties 

The elastic constants and moduli of the Li2MnO3 structure were investigated within the density 

functional theory (DFT) in the framework of GGA. The plane-wave cut-off energy was 500 eV 

and the convergence of the calculations is 1meV/atom. The knowledge of elastic constants 

is vital for many practical applications related to the mechanical properties of solids, for 

example, thermoelastic stress, internal strain, and fracture toughness. Elastic constants 
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determine the response of crystal to external forces. They play an important role in 

determining the strength of the material. 

The elastic properties of solids are important hence they are related to various fundamental 

properties, equation of state, phonon spectra etc. The elastic constants for the monoclinic 

structure Li2MnO3 and the bulk modulus (B), shear modulus (G), Young’s modulus (E) and 

Pugh ratio (B/G) were calculated, and they are all summarized in table 2 and 3.  

The monoclinic systems have 13 independent elastic constants (C11, C22, C33, C12, C13, C23, 

C44, C55, C66, C15, C25, C35, C46). The Born mechanical stability criteria for a monoclinic system 

[100] is given by: 

 𝐶𝑖𝑗 > 0, 
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 [94]. 

From the calculated elastic constants, the mechanical parameters such as the bulk, shear, 

Young’s modulus and Poisson’s ratio have been determined using the Voigt- Reuss- Hill. The 

modulus is used to describe the elastic behaviour of materials.  

Pugh introduced the ratio of bulk to shear modulus (B/G) [91] of a material. The ratio 

expresses that the shear and bulk moduli signify the resistance to deformation of plastic and 

resistance to fracture. A high B/G value denotes ductility, whereas a low B/G value indicates 

brittleness. The value separating brittleness and ductility is 1.75 [101]. The results show that 

the B/G ratio for Li2MnO3 is 1.4801, therefore the system is brittle. The structure is 

mechanically stable since the mechanical stability criterion for a monoclinic structure. 
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Table 3.2: List of elastic constants for bulk Li2MnO3 

 
VASP Exp [102] 

C
11

 271.51 269 

C
12

 67.75 48 

C
13

 38.22 35 

C
15

 16.19  

C
22

 275.93 274 

C
23

 39.96 34 

C
25

 -9.90  

C
33

 213.87 220 

C
35

 2.61  

C
44

 52.13 79 

C
46

 -12.19  

C
55

 55.11 81 

C
66

 103.02 105 
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Table 3.3: Bulk, Shear, Young’s Modulus and B/G for bulk Li2MnO3 

 VASP EXP [103] 

B 115.51 113 

G 78.04 83 

E 219.56  

𝑩

𝑮
 1.4801 1.3614 

 

3.6. Phonon dispersion curves 

The study of phonons is an essential part of solid-state physics, since phonons play a major 

role in numerous physical properties of the solids, including the material’s thermal 

conductivity. Particularly, the properties of long-wavelength phonons give rise to sound in 

solids. Phonons are the quantum mechanical equivalent of a type of vibrational motion known 

as a normal mode in classical mechanics, in which all parts of a lattice oscillate at the same 

frequency. The normal modes are the elementary vibrations of the lattice [104].  

The phonon dispersion curves for Li2MnO3 structures were calculated using the PHONON 

code by Parlinski as implemented in MedeA software, which allows phonon dispersion curves 

and thermodynamic properties such as vibrational heat capacity at constant volume, 

vibrational internal energy, entropy and free energy to be calculated [105]. Figure 3.4 

demonstrates the phonon spectra for Li2MnO3, all vibrations are positive suggesting that 

Li2MnO3 is vibrationally stable. The results are consistent with the calculated elastic 

constants.  
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Figure 3.4: Phonon dispersion curves for bulk Li2MnO3 

 

3.7. Discussion 

In this chapter, a first-principle study on the cathode material Li2MnO3 was presented. The 

equilibrium lattice parameters were performed using the VASP code within a generalized 

gradient approximation. The lattice parameters were found to be in good agreement with 

available experimental data and the negative heat of formation suggests that the structure is 

thermodynamically stable. Electronic density of states calculations were performed using 

density functional theory with Hubbard corrections. The structure was found to have a band 

gap of 1.8863 eV and this implies that the system is semiconducting in nature. The band gap 

of Li2MnO3 is smaller than bandgap of other cathodes, such as LiMnPO4 (3.948 eV) and 

LiFePO4 (3.29 eV) [17, 99], this means that LMO will have a higher electronic conductivity 

compared to these cathodes. The phonon dispersion curves showed no negative vibration 
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suggesting vibrational stability. The elastic constants of Li2MnO3 satisfied all the necessary 

conditions for mechanical stability. 
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Chapter 4 : Cluster Expansions and Monte Carlo Simulations 

for Li2TM1-xNixO3 systems (TM= Ni, Co, Cr, Ru) where 0≤x≤1 

4.1. Introduction 

The practical limitations of Li2MnO3 as cathode material in lithium-ion batteries have ignited 

significant interest in searching for new cathode materials. Li2Mn1-xTMxO3 is an attractive new 

class of cathode materials with promising electrochemical performance. In the current 

chapter, accurate and efficient cluster expansion energy models for Li2Mn1-xNixO3, Li2Mn1-

xCoxO3, Li2Mn1-xCrxO3 and Li2Mn1-xRuxO3 systems were developed. Monte Carlo simulations 

were performed to investigate the structures of Li2Mn1-xNixO3, Li2Mn1-xCoxO3, Li2Mn1-xCrxO3 

and Li2Mn1-xRuxO3 at higher temperatures.  

4.2. Simulation procedure 

The CE method enables the determination of stable multi-component crystal structures and 

ranks metastable structures based on the heat of formation while retaining the predictive 

power and accuracy of density functional methods. The ground-state phase diagram 

produced a variety of structures with varying concentrations and symmetries. This fitting 

scheme ran for 10 iterations, adding a maximum of 5 structures in each iteration, and starting 

from an initial training set of 5 structures. The iterations continue until the energies of all 

structures are predicted by the cluster expansion which is greater than the energy calculated 

for the structure of the ground state line at each sampled concentration. The ground-state 

search of binary compounds by total-energy calculations and diagrammatic approaches 

suffers heavily from the need that the small group of crystallographic configurations 

considered must include the most stable one. The combined use of cluster expansion and 

Monte Carlo simulations can eliminate this problem, as will be demonstrated. 

4.3. Results  

The binary ground state diagrams in figures 4.1.- 4.4. shows that all the generated phases at 

T=0 K. The green squares represent DFT enthalpies of formation of the training set, green 

crosses CE predicted enthalpies of formation of the training set and grey the CE predicted 

enthalpies of formation of all other structures considered by the cluster expansion. 
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4.3.1. Search for the Ground States (Cluster Expansion) 

4.3.1.1.  Li2Mn1-xNixO3 

Figure 4.1 shows a binary ground state diagram of the Li2Mn1-xNixO3 system. The diagram 

shows that the system has generated structures both in the negative and positive heats of 

formation. The diagram further illustrates that the system prefers phases that are Ni deficient, 

the system is more stable at approximately X=0.2, which agrees with results obtained by Ye 

et al. [106]. As mentioned before the most important structures are those that lie along the 

ground state line. The structures are listed in Table 4.1 and the most thermodynamically 

stable structure was found to be Li2Mn0.83Ni0.17O3 with space group C2. 

 

Figure 4.1: The ground state line of the Li2Mn1-xNixO3 system: the heat of formation versus Ni 

concentration and ground state structures. 
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Table 4.1: Stable structures of Li2Mn1-xNixO3 along the ground state line. 

Structural formula Space group Formation energy 
(eV/atom) 

Li2NiO3 C2/m -32.91 

Li2Mn0.25Ni0.75O3 C2/m -32.30 

Li2Mn0.625Ni0.375O3 C2 -36.37 

Li2Mn0.83Ni0.17O3 C2 -37.88 

Li2MnO3 C2/m -38.44 

 

4.3.1.2.  Li2Mn1-xCoxO3 

Presented in Figure 4.2 , the ground state diagram of  the Li2Mn1-xCoxO3 system shows all 

65 generated miscible constituents at T=0 K, that is, all phases are in the negative heats of 

formation. Table 4.2 shows all 8 structures along the ground state line and their formation 

energies. The most thermodynamically stable structure was found to be monoclinic  

Li2Mn0.5Co0.5O3 with space group C2/c.  
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Figure 4.2: The ground state line of the Li2Mn1-xCoxO3 system: the heat of formation versus 

Co concentration and ground state structures. 

Table 4.2: Stable structures of Li2Mn1-xCoxO3 along the ground state line 

Structural formula Space group Formation energy (eV/atom) 

Li2CoO3 C2/m -32.91 

Li2Mn0.125Co0.875O3 C2 -33.58 

Li2Mn0.17Co0.83O3 C2 -35.60 

Li2Mn0.25Co0.75O3 C2/c -35.91 

Li2Mn0.5Co0.5O3 C2/c -36.80 

Li2Mn0.67Co0.33O3 P-1 -37.35 

Li2Mn0.75Co0.25O3 C2/c -37.62 

Li2MnO3 C2/m -38.44 
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4.3.1.3.  Li2Mn1-xCrxO3 

Figure 4.3 presents a binary ground state diagram of the Li2Mn1-xCrxO3 system. The diagram 

shows all the 90 generated phases of which 10 are on the ground state diagram. The diagram 

further illustrates that the system becomes a miscibility gap towards X= 0.8. Table 4.3 list all 

the phases along the ground state line and their formation energies. The most 

thermodynamically stable phase is the triclinic Li2Mn0.5Cr0.5O3 with space group P-1. 

 

Figure 4.3: The ground state line of the Li2Mn1-xCrxO3 system: the heat of formation versus 

Cr concentration and ground state structures. 
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Table 4.3: Stable structures of Li2Mn1-xCrxO3 along the ground state line 

Structural formula Space group Formation energy (eV/atom) 

Li2CrO3 C2/m -40.03 

Li2Mn0.75Cr0.25O3 P-1 -38.87 

Li2Mn0.67Cr0.33O3 P-1 -39.03 

Li2Mn0.5Cr0.5O3 P-1 -39.29 

Li2Mn0.375Cr0.625O3 P1 -39.48 

Li2Mn0.33Cr0.67O3 P-1 -39.55 

Li2Mn0.25Cr0.75O3 P-1 -39.66 

Li2Mn0.17Cr0.83O3 C2 -39.78 

Li2Mn0.125Cr0.875O3 P1 -39.84 

Li2MnO3 C2/m -38.44 

 

4.3.1.4.  Li2Mn1-xRuxO3 

The binary ground state diagram of Li2Mn1-xRuxO3 in Figure 4.4 produced 83 new structures 

from which only 4 structures are on the DFT ground-state line. Table 3.1 lists the most stable 

structures, their space groups and their formation energies. The most stable phase was found 

to be triclinic Li2Mn0.5Ru0.5O3 with space group P-1. 
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Figure 4.4: The ground state line of the Li2Mn1-xRuxO3 system: the heat of formation versus 

Ru concentration and ground state structures. 

Table 4.4: Stable structures of Li2Mn1-xRuxO3 along the ground state line 

Structural formula Space group Formation energy (eV/atom) 

Li2RuO3 C2/m -37.22 

Li2Mn0.33Ru0.67O3 P-1 -37.64 

Li2Mn0.5Ru0.5O3 P-1 -37.86 

Li2MnO3 C2/m -38.44 
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4.3.2. Monte Carlo Simulations 

The canonical ensemble was chosen for the Monte Carlo (MC) simulation of the Li2Mn1-xMxO3 

systems. All the systems used periodic cells with 12000 atoms. The temperature was varied 

from 0 K- 3500 K for all the systems. Temperature profiles for Li2Mn1-xNixO3, Li2Mn1-xCoxO3, 

Li2Mn1-xCrxO3 and Li2Mn1-xRuxO3 showing phase changes across different concentrations are 

shown below. From these interactive temperatures vs energy graphs, one can extract critical 

temperatures (when an increase in temperature results in the same energy difference in the 

system). Below the critical temperature, the dissolved TM form precipitates indicating the 

solubility limits of Li2MnO3. The pink spheres represent transition metal dopant and the green 

represent Mn. 

4.3.2.1.  Li2Mn1-xNixO3 

Figure 4.5 shows the variations in energies per atom and the corresponding degree of 

inversion of a) Li2Mn0.1Ni0.9O3 , b) Li2Mn0.2Ni0.8O3 and c) Li2Mn0.3Ni0.7O3 structures at a range 

of temperatures from 0 K to 3500 K computed using Monte Carlo simulation. Snapshots of 

the structures generated at various temperatures are also shown. The energy difference 

increases continuously with increasing temperature but there is a sudden reduction in the 

rate of increase at around the critical temperature, which appears to correspond with the 

onset of reverse inversion. 
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Figure 4.5: Temperatures profiles cross sections through the 10 × 10 × 10 Monte Carlo 

simulation cells of a) Li2Mn0.1Ni0.9O3  b) Li2Mn0.2 Ni0.8O3 and c) Li2Mn0.3Ni0.7O3 

Figure 4.6 depicts the changes in energies per atom and the corresponding degrees of 

inversion for a) Li2Mn0.4Ni0.6O3, b) Li2Mn0.5Ni0.5O3 and c) Li2Mn0.6Ni0.4O3 structures calculated 

using Monte Carlo simulation at temperatures ranging from 0 K to 3500 K. Also shown are 

snapshots of the structures generated at various temperatures. The energy difference 

increases continuously as temperature increases, but there is a sudden decrease in the rate 

of increase before the systems reach equilibrium.  
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Figure 4.6: Temperatures profiles cross sections through the 10 × 10 × 10 Monte Carlo 

simulation cells of a) Li2Mn0.4Ni0.6O3, b) Li2Mn0.5Ni0.5O3 and c) Li2Mn0.6Ni0.4O3  

Figure 4.7 shows the changes in energies per atom and the corresponding degrees of 

inversion of a) Li2Mn0.7Ni0.3O3, b) Li2Mn0.8Ni0.2O3 and c) Li2Mn0.9Ni0.1O3 structures calculated 

using Monte Carlo simulation over a temperature range of 0 K to 3500 K. A snapshot of the 

structures created at different temperatures is also shown. The energy difference increases 

continuously as the temperature is increased; however, the increase drops off sharply near 

the critical temperature. At this temperature, the system begins to reach equilibrium. 
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Figure 4.7: Temperatures profiles cross sections through the 10 × 10 × 10 Monte Carlo 

simulation cells of a) Li2Mn0.7Ni0.3O3 b) Li2Mn0.8Ni0.2O3 and c) Li2Mn0.9Ni0.1O3  

4.3.2.2.  Li2Mn1-xCoxO3 

Figure 4.8 depicts the changes in energies per atom and the corresponding degrees of 

inversion of a) Li2Mn0.1Co0.9O3, b) Li2Mn0.2Co0.8 O3 and c) Li2Mn0.3Co0.7O3 structures 

calculated using Monte Carlo simulation at temperatures ranging from 0 K to 3500 K. A 

snapshot of the structures generated at various temperatures is also shown. The energy 

difference increases continuously with increasing temperature, but there is a sudden 

decrease in the rate of increase around the critical temperature, which corresponds with the 

beginning of reverse inversion. 
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Figure 4.8: Temperatures profiles cross sections through the 10 × 10 × 10 Monte Carlo 

simulation cells of a) Li2Mn0.1Co0.9O3 1, b) Li2Mn0.2Co0.8 O3 and c) Li2Mn0.3Co0.7O3 

Figure 4.9 depicts the changes in energies per atom and the corresponding degrees of 

inversion of a) Li2Mn0.4Co0.6O3, b) Li2Mn0.5Co0.5O3 and c) Li2Mn0.6Co0.4O3 structures 

calculated using Monte Carlo simulation at temperatures ranging from 0 K to 3500 K. A 

snapshot of the structures generated at various temperatures is also shown. The energy 

difference increases continuously with increasing temperature, but there is a sudden 

decrease in the rate of increase around the critical temperature, which corresponds with the 

start of reverse inversion. 
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Figure 4.9: Temperatures profiles cross sections through the 10 × 10 × 10 Monte Carlo 

simulation cells of a) Li2Mn0.4Co0.6O3 b) Li2Mn0.5Co0.5O3 and c) Li2Mn0.6Co0.4O3 

Figure 4.10 depicts the changes in energies per atom and the corresponding degrees of 

inversion of a) Li2Mn0.7Co0.3O3, b) Li2Mn0.8Co0.2O3 c) Li2Mn0.9Co0.1O3 structures calculated 

using Monte Carlo simulation at temperatures ranging from 0 K to 3500 K. A snapshot of the 

structures generated at various temperatures is also shown. The energy difference increases 

continuously with increasing temperature, but there is a sudden decrease in the rate of 

increase around the critical temperature, which corresponds with the onset of reverse 

inversion. 
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Figure 4.10:Temperatures profiles cross sections through the 10 × 10 × 10 Monte Carlo 

simulation cells of a) Li2Mn0.7 Co0.3O3 b) Li2Mn0.8Co0.2O3 c) Li2Mn0.9Co0.1O3 

4.3.2.3.  Li2Mn1-xCrxO3 

Figure 4.11 depicts the changes in energies per atom and the corresponding degrees of 

inversion of a) Li2Mn0.1Cr0.9O3, b) Li2Mn0.2Cr0.8O3 and c) Li2Mn0.3Cr0.7O3 structures calculated 

using Monte Carlo simulation at temperatures ranging from 0 K to 3500 K. A snapshot of the 

structures generated at various temperatures is also shown. The energy difference increases 

continuously with increasing temperature, but there is a sudden decrease in the rate of 

increase around the critical temperature, which corresponds with the onset of reverse 

inversion. 
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Figure 4.11: Temperatures profiles cross sections through the 10 × 10 × 10 Monte Carlo 

simulation cells of a) Li2Mn0.1Cr0.9O3 b) Li2Mn0.2Cr0.8O3 and c) Li2Mn0.3Cr0.7O3  

 Figure 4.12 depicts the changes in energies per atom and the corresponding degrees of 

inversion of a) Li2Mn0.4Cr0.6O3, b) Li2Mn0.5Cr0.5O3 and c) Li2Mn0.6Cr0.4O3 structures calculated 

using Monte Carlo simulation at temperatures ranging from 0 K to 3500 K. A snapshot of the 

structures generated at various temperatures is also shown. The energy difference increases 

continuously with increasing temperature, but there is a sudden decrease in the rate of 

increase around the critical temperature, which corresponds with the onset of reverse 

inversion. 
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Figure 4.12: Temperatures profiles cross sections through the 10 × 10 × 10 Monte Carlo 

simulation cells of a) Li2Mn0.4Cr0.6O3  b) Li2Mn0.5Cr0.5O3 and c) Li2Mn0.6Cr0.4O3 

Figure 4.13 depicts the changes in energies per atom and the corresponding degrees of 

inversion of a) Li2Mn0.7Cr0.3O3, b) Li2Mn0.8Cr0.1O3 and c) Li2Mn0.9Cr0.1O3 structures calculated 

using Monte Carlo simulation at temperatures ranging from 0 K to 3500 K. A snapshot of the 

structures generated at various temperatures is also shown. The energy difference increases 

continuously with increasing temperature, but there is a sudden decrease in the rate of 

increase around the critical temperature, which corresponds with the onset of reverse 

inversion. 
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Figure 4.13: Temperatures profiles cross sections through the 10 × 10 × 10 Monte Carlo 

simulation cells of a) Li2Mn0.7Cr0.3O3 c) Li2Mn0.8Cr0.1O3 and c) Li2Mn0.9Cr0.1O3 

4.3.2.4.  Li2Mn1-xRuxO3 

Figure 4.14 depicts the changes in energies per atom and the corresponding degrees of 

inversion of a) Li2Mn0.1Ru0.9O3, b) Li2Mn0.2Ru0.8O3 and c) Li2Mn0.3Ru0.7O3 structures 

calculated using Monte Carlo simulation. A snapshot of the structures created at different 

temperatures is also shown. The energy difference increases continuously as temperature 

rises, but there is a sharp decrease in the rate of increase near the critical temperature, which 

corresponds with the onset of reverse inversion. 
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Figure 4.14: Temperatures profiles cross sections through the 10 × 10 × 10 Monte Carlo 

simulation cells of  a) Li2Mn0.1Ru0.9O3  b) Li2Mn0.2Ru0.8O3 and c) Li2Mn0.3Ru0.7O3 

Figure 4.15 depicts the changes in energies per atom and the corresponding degrees of 

inversion of a) Li2Mn0.4Ru0.6O3, b) Li2Mn0.5Ru0.5O3 and c) Li2Mn0.6Ru0.4O3 structures 

calculated using Monte Carlo simulation at temperatures ranging from 0 K to 3500 K. A 

snapshot of the structures generated at various temperatures is also shown. The energy 

difference increases continuously with increasing temperature, but there is a sudden 

decrease in the rate of increase around the critical temperature, which corresponds with the 

onset of reverse inversion. 
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Figure 4.15: Temperatures profiles cross sections through the 10 × 10 × 10 Monte Carlo 

simulation cells of a) Li2Mn0.4Ru0.6O3 b) Li2Mn0.5Ru0.5O3 and c) Li2Mn0.6Ru0.4O3  

Figure 4.16 depicts the changes in energies per atom and the corresponding degrees of 

inversion of a) Li2Mn0.7Ru0.3O3, b) Li2Mn0.8Ru0.2 O3 and c) Li2Mn0.9 Ru0.1O3 structures 

calculated using Monte Carlo simulation at temperatures ranging from 0 K to 3500 K. A 

snapshot of the structures generated at various temperatures are also shown. The energy 

difference increases continuously with increasing temperature, but there is a sudden 

decrease in the rate of increase around the critical temperature, which corresponds with the 

onset of reverse inversion. 

  



  71 

 

 

Figure 4.16: Temperatures profiles cross sections through the 10 × 10 × 10 Monte Carlo 

simulation cells of a) Li2Mn0.7Ru0.3O3, b) Li2Mn0.8Ru0.2 O3 and c) Li2Mn0.9 Ru0.1O3 

4.3.3. Constructed Phase Diagrams  

Below we show tables of concentrations of manganese and M=Ni, Co, Cr, Ru with critical 

temperatures generated from MC interactive temperature versus energy graphs above. 

Critical temperatures are then used to construct phase diagrams in figures 4.17-4.20. Phase 

diagrams can be used to predict the phase changes that occurred in a material after it was 

subjected to a specific heat treatment process. This is significant because the properties of 

a material’s components are determined by the phases that exist in the material. 
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4.3.3.1.  Li2Mn1-xNixO3 

Figure 4.17 illustrates a phase diagram of the Li2Mn1-xNixO3 system. The diagram shows two 

cooling curves. The phase separation decreases as the system is cooled and at around 850 

K the system mixes.  

Table 4.5:Concentration of Manganese Nickel with respect to critical temperatures for a 

mixed system Li2Mn1-xNixO3. 

Concentration (Ni) Critical Temperature (K) 

0.1 1200 

0.2 1100 

0.3 1000 

0.4 950 

0.5 850 

0.6 900 

0.7 950 

0.8 1000 

0.9 1200 
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Figure 4.17: Constructed phase diagram of Li2Mn1-xNixO3 using critical temperatures at 

different concentrations. 

4.3.3.2.  Li2Mn1-xCoxO3 

Figure 4.18 shows a calculated phase diagram which appears to be symmetrical. Inside the 

curve, the system is phase separating and the mixture of two phases of Li2MnO3 and Li2CoO3 

is stable. Outside the curve, single-phase homogenous Li2Mn1-xCoxO3 is stable. The mixing 

temperature is 700 K. 
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Table 4.6:Concentration of Manganese Cobalt with respect to critical temperatures for a 

mixed system Li2Mn1-xCoxO3 

Concentration (Co) Critical Temperature (K) 

0.1 1300 

0.2 1200 

0.3 1100 

0.4 800 

0.5 700 

0.6 750 

0.7 1000 

0.8 1100 

0.9 1200 

 

 

Figure 4.18: Constructed phase diagram of Li2Mn1-xCoxO3 using critical temperatures at 

different concentrations. 
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4.3.3.3. Li2Mn1-xCrxO3 

The dependence of the miscibility gap of Li2Mn1-xCrxO3 is illustrated in Figure 4.19. The gap 

decreases as the temperature is increased. At the maxima of the curve, 1700 K, the two 

phases mix. 

Table 4.7: Concentration of Manganese chromium with respect to critical temperatures for a 

mixed system Li2Mn1-xCrxO3 

Concentration (Cr) Critical Temperature (K) 

0.1 950 

0.2 1000 

0.3 1100 

0.4 1400 

0.5 1700 

0.6 1500 

0.7 1400 

0.8 1200 

0.9 1100 
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Figure 4.19: Constructed phase diagram of Li2Mn1-xCrxO3 using critical temperature at 

different concentrations. 

4.3.3.4.  Li2Mn1-xRuxO3 

Figure 4.20 depicts a constructed phase diagram of Ru-doped Li2MnO3. The diagram shows 

that when the system is cooled the miscibility gap decreases and mixing occurs at 1300 K. 

Table 4.8: Concentration of Manganese ruthenium with respect to critical temperatures for a 

mixed system Li2Mn1-xRuxO3 

Concentration (Ru) Critical Temperature (K) 

0.1 1650 

0.2 1600 

0.3 1500 

0.4 1400 

0.5 1300 

0.6 1400 

0.7 1450 

0.8 1500 

0.9 1550 
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Figure 4.20: Constructed phase diagram of Li2Mn1-xRuxO3 using critical temperature at 

different concentrations. 

4.4. Discussion 

Cluster expansion method was employed for Li2Mn1-xNixO3, Li2Mn1-xCoxO3, Li2Mn1-xCrxO3 and 

Li2Mn1-xRuxO3 to generate 73, 65, 90 and 83 new stable phases, respectively. The binary 

phase diagram predicted Li2Mn0.83Ni0.17O3, Li2Mn0.5Co0.5O3, Li2Mn0.5Cr0.5O3 and 

Li2Mn0.5Ru0.5O3 as the most stable phases of doped Li2MnO3. Monte Carlo simulations 

technique was utilized to investigate the thermodynamic properties of Li2Mn1-xNixO3, Li2Mn1-

xCoxO3, Li2Mn1-xCrxO3 and Li2Mn1-xRuxO3 for the entire range of transition metal 

concentrations. Various phase diagrams were constructed from Monte Carlo simulations 

critical temperatures to show how Li2Mn1-xNixO3, Li2Mn1-xCoxO3, Li2Mn1-xCrxO3 and Li2Mn1-

xRuxO3 systems change phases when the temperature was introduced. The Li2Mn1-xNixO3, 

Li2Mn1-xCoxO3, Li2Mn1-xCrxO3 and Li2Mn1-xRuxO3 systems were found to mix well at 850 K, 

700 K, 1700 K and 1300 K respectively. Phase equilibrium of Li2Mn1-xNixO3, Li2Mn1-xCoxO3, 

Li2Mn1-xCrxO3 and Li2Mn1-xRuxO3 systems require that the free energy of all the constituent 

phases is known as a function of composition and temperature. The techniques have been 

successfully employed by Nguyen et al. [107] on binary (NiFe)(AlFe) 0, Chinnappan et al.  

[108] on the V–Ta alloy and Diale et al. [109] on Ti-Pd-Ru alloys, where the solid solution 

phase has a bcc structure. The results prove the advantage and the suitability of a combined 
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cluster expansion and Monte Carlo approach for studying phase transformations and 

thermodynamic properties occurring in Li2Mn1-xNixO3, Li2Mn1-xCoxO3, Li2Mn1-xCrxO3 and 

Li2Mn1-xRuxO3 systems. 
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Chapter 5 : Conclusions and Recommendations 

5.1. Conclusions  

First principle DFT+U calculations were employed to investigate the structural, 

thermodynamic, electronic, elastic and vibrational properties of the layered Li2MnO3 at 0 K to 

mimic their stability. The determination of  the equilibrium cell parameters was achieved by 

subjecting the structure to full geometry optimization. The calculated lattice parameters 

correlated well with the reported experimental data from the literature to within 5% validating 

the approach employed. The thermodynamic stability of Li2MnO3 was investigated by 

calculating the heat of formations. The value was predicted to be low and negative, -874.417 

KJ/mol, suggesting that the Li2MnO3 structure is thermodynamically stable. 

The investigation of electronic properties was done by calculating the density of states (DOS). 

Li2MnO3 showed semiconductor behaviour characteristics with a band gap of 1.89 eV. The 

partial densities of states showed that the states around the Fermi level are predominantly 

from the p-orbital of lithium. The calculated elastic constants suggested mechanical stability 

for the Li2MnO3 structure since it satisfied the necessary Borne stability criterion for 

monoclinic crystals. The macroscopic Bulk and Young's moduli were found to be high and 

positive, indicating hardness and stiffness. Furthermore, the Pugh's ratio (B/G) for ductility 

and brittleness revealed that Li2MnO3 is brittle because it was less than 1.75. The phonon 

dispersion curves for Li2MnO3 structures revealed a lack of soft mode availability along the 

high symmetry zone, indicating vibrational stability. 

Furthermore, the cluster expansion method was employed for Li2Mn1-xNixO3, Li2Mn1-xCoxO3, 

Li2Mn1-xCrxO3 and Li2Mn1-xRuxO3 to generate 73, 65, 90 and 83 new stable phases, 

respectively, from binary phase diagrams at 0 K. The new phases generated depict a miscible 

constituent whereby structures with energies close to the ground states have the lowest heat 

of formations at a given concentration. Li2Mn0.83Ni0.17O3, Li2Mn0.5Co0.5O3, Li2Mn0.5Cr0.5O3 and 

Li2Mn0.5Ru0.5O3 were found to be the most stable phases. Lastly, the Monte Carlo simulations 

technique was utilized to investigate thermodynamic properties and phase transitions of 

Li2Mn1-xNixO3, Li2Mn1-xCoxO3, Li2Mn1-xCrxO3 and Li2Mn1-xRuxO3 for the entire range of 

transition metal concentrations. Various phase diagrams were constructed from Monte Carlo 

simulations results to illustrate how Li2Mn1-xNixO3, Li2Mn1-xCoxO3, Li2Mn1-xCrxO3 and Li2Mn1-
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xRuxO3 systems change phases when the temperature is introduced. Phase diagrams 

constructed using MC simulations results show that Li2Mn1-xNixO3, Li2Mn1-xCoxO3, Li2Mn1-

xCrxO3 and Li2Mn1-xRuxO3  properly mix at 850 K, 700 K, 1700 K and 1300 K respectively. 

The results prove the usefulness of a combined cluster expansion and Monte Carlo approach 

for studying phase transformations and thermodynamical properties occurring in Li2Mn1-

xTMxO3 systems. Such validation will provide valuable insights which will guide experiments 

on where phase separation and mixed phases tend to occur in Li2Mn1-xNixO3, Li2Mn1-xCoxO3, 

Li2Mn1-xCrxO3 and Li2Mn1-xRuxO3. 

5.2. Recommendations and future work 

In light of the findings of this dissertation, three recommendations for future research are 

listed below: 

• Use first principle calculations to study the key properties such as structural stability, 

electronic structure and mechanical stability of the newly generated phases of 

Li2MnO3. 

• Use molecular dynamics to compare the results obtained using Monte Carlo 

simulation. 

• Use MeDeA-UNCLE to generate co-doped phases of Li2MnO3. 
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